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M.Tech Computer Science and Engineering, Curriculum 2024

SJCET (Autonomous)

MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA ESE
ADVANCED MACHINE
A |24SJ1TCS100 LEARNING 40 60 3-0-0 3 3
ADVANCED DATABASE
B 24SJ1TCS001 MANAGEMENT 40 60 3-0-0 3 3
FOUNDATIONS OF
C 24SJ1TCS002 COMPUTER SCIENCE 40 60 3-0-0 3 3
D 24SJ1ECSXXX PROGRAM ELECTIVE 1 40 60 3-0-0 3 3
E 24SJ1ECSXXX PROGRAM ELECTIVE 2 40 60 3-0-0 3 3
RESEARCH
S 24SJ1RGE100 METHODI?);OGY AND 40 60 2-0-0 2 2
T 24SJ1LCS100 COMPUTING LAB I 100 - 0-0-2 2 1
Total 340 | 360 19 18

Teaching Assistance: 6 hours
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PROGRAM ELECTIVE 1

PROGRAM ELECTIVE 1
SL | COURSE
SLOT | no CODE COURSE NAME L-T-P | HOURS | CREDIT

OBJECT ORIENTED

1 |24SJ1ECS100|  SOFTWARE ENGINEERING 3-0-0 3 3

2 |24SJ1ECS001 ADVANCED DATA MINING 3-0-0 3 3

3 |24SJ1ECS002 CLOUD COMPUTING 3-0-0 3 3

4 |24SJ1ECS003 WEB SERVICES 3-0-0 3 3

D COMPUTATIONAL

5 |24SJ1ECS004 INTELLIGENCE 3-0-0 3 3

6 [24SJ1IECS005| AUTOMATED VERIFICATION 3-0-0 3 3
PROGRAM ELECTIVE 2

PROGRAM ELECTIVE 2

SL COURSE

SLOT | NO CODE COURSE NAME L-T-P | HOURS | CREDIT
ADVANCED COMPUTER
1 24SJ1ECS006 NETWORKS 3-0-0 3 3
2 | 24SJ1ECS007 PATTERN RECOGNITION 3-0-0 3 3

ADVANCED COMPUTER
3 |24SJ1ECS008 ARCHITECTURE 3-0-0 3 3

NATURAL LANGUAGE
PROCESSING AND TEXT

e 4 |24SJ1ECS009 MINING 3-0-0 3 3
5 |24SJ1ECS010 | ADVANCED COMPILER DESIGN | 3-0-0 3 3
6 |24SJ1ECSO011 BIOINFORMATICS 3-0-0 3 3
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MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA | ESE
ADVANCED DATA
A |24SJ2TCS100 SIRUCTURES AND 40 | 60 | 3-0-0 3 3
ALGORITHMS 1
ADVANCED
B 24SJ2TCS001 OPERATING SYSTEMS 40 60 3-0-0 3 3
C |24SJ2ECSXXX| PROGRAM ELECTIVE 3 40 | 60 | 3-0-0 3 3
D |24SJ2ECSXXX| PROGRAMELECTIVE4 | 40 | 60 | 3-0-0 3 3
04SJ2EEXXXX INDUSTRY/
/
g INTERDISCIPLINARY 45l 60 | 3.0.0 3 3
24SJ2ECSXXX ELECTIVE
S |24SJ2PCS100 MINI PROJECT 100 | -- | 0-0-4 4 2
T |24SJ2LCS100 COMPUTING LAB 2 100 | -- |0-0-2 2 1
Total 400| 300 21 18

Teaching Assistance: 6 hours
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PROGRAM ELECTIVE 3
PROGRAM ELECTIVE 3
SL COURSE
SLOT | No CODE COURSE NAME L-T-P | HOURS | CREDIT
1 |24SJ2ECS100 BIG DATA ANALYTICS 3-0-0 3 3
WIRELESS SENSOR
2 |24SJ2ECS001 NETWORKS 3-0-0 3 3
3 |24SJ2ECS002 DEEP LEARNING 3-0-0 3 3
4 |24SJ2ECS003 COMPUTER VISION 3-0-0 3 3
c SEMANTIC WEB
S |24SJ2ECS004 ARCHITECTURE 3-0-0 3 3
6 |24SJ2ECS005 PROGRAM ANALYSIS 3-0-0 3 3
PROGRAM ELECTIVE 4
PROGRAM ELECTIVE 4
SL COURSE
SLOT | nyo CODE COURSE NAME L-T-P | HOURS | CREDIT
BLOCKCHAIN TECHNOLOGY
1 |24SJ2ECS006 AND IOT 3-0-0 3 3
2 | 24SJ2ECS007 SOCIAL NETWORK ANALYSIS 3-0-0 3 3
MODERN DATABASE
3 | 24SJ2ECS008 MANAGEMENT 3-0-0 3 3
4 24SJ2ECS009 DISTRIBUTED ALGORITHMS 3-0-0 3 3
D CYBER FORENSICS AND
5 | 248J2ECS010 INFORMATION SECURITY 3-0-0 3 3
6 | 24SJ2ECSO011 SOFTWARE TESTING 3-0-0 3 3
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INTERDISCIPLINARY ELECTIVE

INTERDISCIPLINARY ELECTIVE

SL COURSE

SLOT | No CODE COURSE NAME L-T-P | HOURS | CREDIT
INTRODUCTION TO MACHINE
1 | 24SJ2ECS056 LEARNING 3-0-0 3 3
2 |24SJ2ECS057 DATA STRUCTURES 3-0-0 3 3
g SOFTWARE PROJECT
3 24SJ2ECS058 MANAGEMENT 3-0-0 3 3
INDUSTRY ELECTIVE
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SJCET (Autonomous)

MARKS
SLOT COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA | ESE
To be
A* | 24SJ3MCSXXX MOOC completed .- . 2
successfully
B | 24SJ3AGEXXX AUDIT COURSE 40 | 60 | 3-0-0 3 !
C |248J31CS100 INTERNSHIP 50 | 50 - i) 3
DISSERTATION PHASE
D  |24SJ3PCS100 1 100| - | 0-0-17 17 11
To be
A*  |24SJ3MCSXXX MOOC completed . - 2
successfully
B |24SJ3AGEXXX AUDIT COURSE 40 | 60 | 3-0-0 3 -
C [248J31CS100 INTERNSHIP 50 | 50 . 3
RESEARCH PROJECT
D |24SJ3PCS001 PHA SFond 100| - | 0-0-17 17 11
Total 190 110 20 16

Teaching Assistance: 6 hours

*MOOC Course to be successfully completed before the commencement of
fourth semester (starting from semester 1).
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AUDIT COURSE
AUDIT COURSE
SL COURSE
SLOT | yo CODE COURSE NAME L-T-P | HOURS | CREDIT
1 24SJ3AGE100 ACADEMIC WRITING 3-0-0 3 -
ADVANCED ENGINEERING
2 24SJ3AGE001 MATERIALS 3-0-0 3 -
3 24SJ3AGEO002 FORENSIC ENGINEERING 3-0-0 3 -
DATA SCIENCE FOR
4 24SJ3AGEO003 ENGINEERS 3-0-0 3 -
S 24SJ3AGE004 DESIGN THINKING 3-0-0 3 -
FUNCTIONAL PROGRAMMING
6 24SJ3AGE005 IN HASKELL 3-0-0 3 -
FRENCH LANGUAGE (A1
7 | 24SJ3AGE006 LEVEL) 3-0-0 3 i
GERMAN LANGUAGE (A1
8 | 24SJ3AGE007 LEVEL) 3-0-0 3 -
JAPANESE LANGUAGE (N5
9 | 24SJ3AGE008 LEVEL) 3-0-0 3 -
B
10 | 24SJ3AGEO009 | PRINCIPLES OF AUTOMATION | 3-0-0 3 -
REUSE AND RECYCLE
11 | 24SJ3AGEO10 TECHNOLOGY 3-0-0 3 -
12 | 24SJ3AGEO11 SYSTEM MODELING 3-0-0 3 -
13 | 24SJ3AGEO12 EXPERT SYSTEMS 3-0-0 3 -
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MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA | ESE
DISSERTATION PHASE
A | 248J4PCS100 T 100| 100| 0-0-24 24 16

RESEARCH PROJECT
A | 248J4PCS001 PHASE II 100 | 100 | 0-0-24 | 24 16

Total 100| 100 24 16

Teaching Assistance: 5 hours
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ASSESSMENT PATTERN

() CORE COURSES

Evaluation shall only be based on application, analysis or design based questions (for
both internal and end semester examinations).

Continuous Internal Evaluation: 40 marks
Micro project/Course based project: 20 marks
Course based task/Seminar/Quiz: 10 marks

Test paper, 1 no: 10 marks

The project shall be done individually. Group projects not permitted. Test paper shall
include minimum 80% of the syllabus.

End Semester Examination: 60 marks

The end semester examination will be conducted by the Autonomous Institution. There
will be two parts; Part A and Part B. Part A contain 5 numerical questions (such
questions shall be useful in the testing of knowledge, skills, comprehension, application,
analysis, synthesis, evaluation and understanding of the students), with 1 question from
each module, having 5 marks for each question. Students shall answer all questions.
Part B contains 7 questions (such questions shall be useful in the testing of overall
achievement and maturity of the students in a course, through long answer questions
relating to theoretical/practical knowledge, derivations, problem solving and
quantitative evaluation), with minimum one question from each module of which
student shall answer any five. Each question can carry 7 marks. Total duration of the

examination will be 150 minutes.

(i) ELECTIVE COURSES

Evaluation shall only be based on application, analysis or design based questions (for

both internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

Preparing a review article based on peer reviewed

Original publications (minimum 10

publications shall be referred) : 15 marks

Course based task/Seminar/Data

collection and interpretation : 15 marks

Test paper, 1 no. : 10 marks
Test paper shall include minimum 80% of the syllabus.
End Semester Examination: 60 marks

The end semester examination will be conducted by the respective College. There will
be two parts; Part A and Part B. Part A will contain 5 numerical/short answer questions
with 1 question from each module, having 5 marks for each question (such questions
shall be useful in the testing of knowledge, skills, comprehension, application, analysis,
synthesis, evaluation and understanding of the students). Students should answer all
questions. Part B will contain 7 questions (such questions shall be useful in the testing
of overall achievement and maturity of the students in a course, through long answer
questions relating to theoretical/practical knowledge, derivations, problem solving and
quantitative evaluation), with minimum one question from each module of which

student should answer any five. Each question can carry 7 marks.

Note: The marks obtained for the ESE for an elective course shall not exceed 20%
over the average ESE mark % for the core courses. ESE marks awarded to a student for
each elective course shall be normalized accordingly. For example if the average end
semester mark % for a core course is 40, then the maximum eligible mark % for an

elective course is 40+20 = 60 %.
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(i) RESEARCH METHODOLOGY & IPR/AUDIT COURSE

Continuous Internal Evaluation: 40 marks

Course based task : 15 marks
Seminar/Quiz : 15 marks
Test paper, 1 no. : 10 marks

Test paper shall include minimum 80% of the syllabus.
End Semester Examination: 60 marks

The examination will be conducted by the respective College. The examination will be
for 150 minutes and will contain 7 questions, with minimum one question from each

module of which student should answer any five. Each question can carry 12 marks.

(vy LABORATORY COURSES

The laboratory courses will be having only Continuous Internal Evaluation and carries
100 marks. Final assessment shall be done by two examiners; one examiner will be a

senior faculty from the same department.

(v) INTERDISCIPLINARY ELECTIVE

Engineering students frequently aspire to work in areas and domains that are key topics
in the industry. There are concerns by recruiters that skill sets of engineering students
did not match with the Industry requirements, especially in the field of latest topics. In
response to their desires, the autonomous Institution has incorporated
Industry/Interdisciplinary electives in the curriculum. Interdisciplinary knowledge is
critical for connecting students with current industry trends, where multitasking is the
norm. Interdisciplinary knowledge aids in the bridge- building process between

academic institutions and industry. It aids pupils in expanding their knowledge and
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innovating by allowing them to create something new. While core engineering courses
provide students with a strong foundation, evolving technology necessitates new
methods and approaches to progress, prosperity, and the inculcation of problem- solving
techniques. Other courses' knowledge, on the other hand, can assist them to deal with
any scenario more effectively. Interdisciplinary courses may be one approach to address
such needs, as they can aid in the enhancement of engineering education and the
integration of desirable specialized subjects into the current engineering education
system. This will enable students to fulfill the current industry demands. Students with
multidisciplinary knowledge and projects are more likely to be placed in top industries,
according to the placement trend. The future of developing engineers will be influenced
by their understanding of emerging technology and interdisciplinary approaches such

as bigdata, machine learning, and 3-D printing.

Continuous Internal Evaluation: 40 marks

Preparing a review article based on peer reviewed

Original publications (minimum 10 publications shall be referred) : 15 marks
Course based task/Seminar/Data collection and interpretation : 15 marks

Test paper, 1 no. : 10 marks

Test paper shall include minimum 80% of the syllabus.

End Semester Examination: 60 marks

The end semester examination will be conducted by the respective College. There will
be two parts; Part A and Part B. Part A will contain 5 numerical/short answer questions
with 1 question from each module, having 5 marks for each question (such questions
shall be useful in the testing of knowledge, skills, comprehension, application, analysis,
synthesis, evaluation and understanding of the students). Students should answer all
questions. Part B will contain 7 questions (such questions shall be useful in the testing
of overall achievement and maturity of the students in a course, through long answer

questions relating to theoretical/practical knowledge,
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(vi)

(vii)

derivations, problem solving and quantitative evaluation), with minimum one question
from each module of which student should answer any five. Each question can carry 7
marks.

MOOC COURSES

The MOOC course shall be considered only if it is conducted by the agencies namely
AICTE/NPTEL/SWAYAM or NITTTR. The MOOC course should have a minimum
duration of 8 weeks and the content of the syllabus shall be enough for at least 40 hours
of teaching. The course should have a proctored/offline end semester examination. The
students can do the MOOC according to their convenience, but shall complete it by
third semester. The list of MOOC courses will be provided by the concerned BoS if at
least 70% of the course content match with the area/stream of study. The course shall
not be considered if its content has more than 50% of overlap with a core/elective course

in the concerned discipline or with an open elective.

MOOC Course to be successfully completed before the commencement of fourth
semester (starting from semester 1). A credit of 2 will be awarded to all students whoever
successfully completes the MOOC course as per the evaluation pattern of the respective

agency conducting the MOOC.

MINIPROJECT

Total marks: 100, only CIA

Mini project can help to strengthen the understanding of student’s fundamentals
through application of theoretical concepts and to boost their skills and widen the
horizon of their thinking. The ultimate aim of an engineering student is to resolve a
problem by applying theoretical knowledge. Doing more projects increases problem-
solving skills. The introduction of mini projects ensures preparedness of students to
undertake dissertation. Students should identify a topic of interest in consultation with
PG Programme Coordinator that should lead to their dissertation/research project.

Demonstrate the novelty of the project through the results and outputs. The progress of
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the mini project is evaluated based on three reviews, two interim reviews and a final

review. A report is required at the end of the semester.

Interim evaluation: 40 (20 marks for each review), final evaluation by a Committee (will
be evaluating the level of completion and demonstration of functionality/specifications,
clarity of presentation, oral examination, work knowledge and involvement): 35, Report
(the committee will be evaluating for the technical content, adequacy of references,
templates followed and permitted plagiarism level is not more than 25%): 15,

Supervisor/Guide: 10

TEACHING ASSISTANCESHIP (TA)

All M Tech students irrespective of their category of admission shall undertake TA duties
for a minimum duration as per the curriculum. Being a TA, the student will get an
excellent opportunity to improve their expertise in the technical content of the course,
enhance communication skills, obtain a hands-on experience in handling the

experiments in the laboratory and improve peer interactions.

The possible TA responsibilities include the following: facilitate a discussion section or
tutorial for a theory/ course, facilitate to assist the students for a laboratory course,
serve as a mentor for students, and act as the course web-master. TAs may be required
to attend the instructor's lecture regularly. A TA shall not be employed as a substitute
instructor, where the effect is to relieve the instructor of his or her teaching

responsibilities.

For the tutorial session:

() Meet the teacher and understand your responsibilities well in advance, attend the
lectures of the course for which you are a tutor, work out the solutions for all the tutorial
problems yourself, approach the teacher if you find any discrepancy or if you need help
in solving the tutorial problems, use reference text books, be innovative and express

everything in English only.

(i) Try to lead the students to the correct solutions by providing appropriate hints rather
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than solving the entire problem yourself, encourage questions from the students, lead
the group to a discussion based on their questions, plan to ask them some questions be

friendly and open with the students, simultaneously being firm with them.

(i) Keep track of the progress of each student in your group, give a periodic feedback to the
student about his/her progress, issue warnings if the student is consistently under-
performing, report to the faculty if you find that a particular student is consistently
underperforming, pay special attention to slow-learners and be open to the feedback

and comments from the students and faculty.

(iv) After the tutorial session you may be required to grade the tutorials/assignments/tests.
Make sure that you work out the solutions to the questions yourself, and compare it
with the answer key, think and work out possible alternate solutions to the same
question, understand the marking scheme from the teacher. Consult the teacher if are
and make sure that you are not partial to some student/students while grading. Follow
basic ethics.

Handling a laboratory Session:

() Meet the faculty — in- charge a few days in advance of the actual lab class and get the
details of the experiment, get clarifications from him/her regarding all aspects of the
experiment and the expectations, prepare by reading about the theoretical background
of the experiment, know the physical concepts involved in the experiment, go to the
laboratory and check out the condition of the equipment/instrumentation, perform the
laboratory experiment at least once one or two days before the actual laboratory class,
familiarize with safety/ security aspects of the experiment / equipment/laboratory,
prepare an instruction sheet for the experiment in consultation with the faculty, and

keep sufficient copies ready for distribution to students for their reference.

(i) Verify condition of the equipment/set up about 30 minutes before the students arrive
in the class and be ready with the hand outs, make brief introductory remarks about
the experiment, its importance, its relevance to the theory they have studied in the class,
ask the students suitable questions to know there level of preparation for the

experiment, discuss how to interpret results, ask them comment on the results.

(iiy Correct/evaluate/grade the submitted reports after receiving suitable instructions
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from the faculty in charge, continue to interact with students if they have any
clarifications regarding any aspect of the laboratory session, including of course grading,
Carefully observe instrument and human safety in laboratory class, Preparing simple
questions for short oral quizzing during explanation of experiments enables active
participation of students, facilitate attention, provides feedback and formative

assessment.
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PO1:

PO2:

PO3:

PO4.

PO5:

PO6:

PO7:

C Programme Outcomes (POs) )

An ability to independently carry out research/investigation and development work in
engineering and allied streams.

An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

An ability to demonstrate a degree of mastery over the area as per the specialization
of the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program.

An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards.

An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects.

An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.
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MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA | ESE
ADVANCED MACHINE
24SJ1TCS100/
A |+24551MCS100 LEARNING 40 601 300 3 3
ADVANCED DATABASE
24SJ1TCS001
B w48y 1MCSOO/1 MANAGEMENT 40 | 60 300 3 3
FOUNDATIONSOE, ¢ & |-
C 24SJ1TCS002 |COMPUFERSEIENCE 40+ %0 | 3-0-0 3 3
I IS ra !
- . PROGRAM i L -
D | 24SJ1ECSXXX ELBCTIVE 1 0. = $D | 8-0-0 3 3
4 i PROGRAM o " P,
E 24SJ1ECSX)§_X o n'_Ef,ECTIVE 7" =_40 60 o 3—HO—-OD 3 3
¥ L=" /' RESEARCH ="
g | 24SJ1RGE200 = IMETHODOQ ﬂ L4 60 | RE0 2 2
K “ | AND IP ‘ N
T 24SJ 1LCf100 COMPU:TI e 0-0-2 I 2 1
Total 360 L %, 19 18
Teaching Assistancﬂ:e;: [6 hours 0
f - "
*Applicable for M.Tect:l (WP) on-ly L -
! L A T
*M’O&(—)ECOTJRﬁES "
NPTEE COIIIRSE/ F .
Course Code SWATAN COUgSE " H lnst-lt_ute / SME Name Duration
MACHINE LEARNING =" IIT Madras,
24SJ1MCS100 | FOR ENGINEERING AND Prof. Balaji Srinivasan, Prof. 12 weeks
SCIENCE APPLICATIONS Ganapathy Krishnamurthi
College of Engineering Guindy, Anna
DATABASE University, Chennai 12 weeks
24SJ1IMCS001 | MANAGEMENT SYSTEMS Dr.E. Shanmuga Priya &
Dr. P. Velvizhy,
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CATEGORY CREDIT

24531 TCS104 ADVANCED MACHINE DISCIPLINE

LEARNING CORE 1 3 3

Preamble: This course introduces machine learning concepts and popular machine learning
algorithms. It will cover the standard and most popular supervised learning algorithms
including linear regression, logistic regression, decision trees, k-nearest neighbour, an
introduction to Bayesian learning and the naive Bayes algorithm, support vector machines and
kernels and basic clustering algorithms. Dimensionality reduction methods and some
applications to real world problems will also be discussed. It helps the learners to develop
application machine learning based solutions for real world applications.

Course Outcomes:

After the completion of the course the student will be able to: *

CO1 | Analyse the Machine™Learning concepts, classifications-ef Machine Learning
algorithms and-basie’ parameter estimatton -methods. (Cognitive Knowledge Level:
Analyse)

CO 2 | lllustrate the iconcepts of regression and classificationstechniques (Cognitive
Knowledlge Level: Apply)

CO 3 | Describe unsupervised learming cencepisyand dimensionality reduction techniques.
(Cognitive-Knowledge Level:‘Apply)

CO 4 | Explaini_Suppert Vector Machine concepts and graphical ‘models. (Cognitive
Knowledge Level: Apply)

CO 5 | Choose sditable'model parameters, fapdifferent machine Jearning-techniques and to
evaluate a-model performance. (Coghitive-Knowledge/.evel=Apply)

CO6 | Design, implement and analyse machine learning-solttionfor a real-world problem.
(Cognitive Knowledgel_evel™Create)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world problems by
following the standards
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POS5: An ability to identify, select and apply appropriate techniques, resources and state-of-the-art
tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the stream
related problems taking into consideration sustainability, societal, ethical and environmental
aspects

PO7: An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3

CO1
CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Categaory End Semester Exammation

Apply 60-80%
Analyse 20-40%
Evaluate
Create

Mark distribution

Total ClIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation 1 40 marks

Micro project/Course based project  : 20 marks

Course based task/Seminar/Quiz : 10 marks
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Test paper, 1 no. : 10 marks
The project shall be done individually. Group projects not permitted.
Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the University. There will be two parts;
Part A and Part B. Part A contain 5 numesical guestions with 1 question from each module,
having 5 marks for each question. (Such_guestions shall be useful in the testing of knowledge,
skills, comprehension, application;.anakysis, synthesis, evaluation and understanding of the
students). Students shall answer all questions.

Part B will contain 7 gquestions (such questions shall be usefud inwthe testing of overall
achievement and maturity; of the students.n acourse; through long answer-questions relating to
theoretical/practical knowledge, derivationsypprobiem solving and guantitative evaluation), with

minimum one question_from each medulesof whieh jstudent should answer any five. Each

question can carry 7 marks.

Total duration of the-examination will be 150 minutes:

Course Level Assessment Questions
Course Outcome 1 (CO1):
1. Suppose that X is a discrete randomevariable with the“ollowing probability mass
function: where 0 < 0 < 1 is a parameter..The following 10 independent observations were
taken from such a distribution: (3,0, 2, 1, 3,2, 1,0, 2, 1). What is the maximum likelihood
estimate of 6.

. What is the difference between Maximum Likelihood estimation (MLE) and Maximum a
Posteriori (MAP) estimation?

3. A gamma distribution with parameters a, £ has the following density function, where I'(z)
is the gamma function.
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If the posterior distribution is in the same family as the prior distribution, then we say that the
prior distribution is the conjugate prior for the likelihood function. Using the Gamma
distribution as a prior, show that the Exponential distribution is a conjugate prior of the
Gamma distribution. Also, find the maximum a posteriori estimator for the parameter of the
Exponential distribution as a function of a and g.

Course Outcome 2 (CO2)
1. How can we interpret the output of a two-class logistic regression classifier as a robability?

2. Calculate the output of the following neuron Y if the activation function is a binary
sigmoid.

3. Suppose you have a 3-dimensignalFputx = (x17 x2'x3).= (2, 2, 1) fully connected with
weights (0.5,'0.3, 0:2) 'to one neuron'which isin‘the hidden layer with sigmoid activation
function. Calculate“the output of thegaidden layeneuron.

4. Consider the case-of the XOR function in.which-the two points {0, Q),(1, 1)} belong to

one class, and the othertwo=points {(1, 0),(@, 1)} belong te the other class. Design a
multilayer perceptronfer this-0inary classification problem.

5. Why does a single perceptrermeannot'simulate’simple”™XOR function? Explain how this
limitation is overcome?

6. Consider a naive Bayes classifier with 3 boolean input variables, X1, X2 and X3, and one
boolean output, Y. How many parameters must be estimated to train such a naive Bayes
classifier? How many parameters would have to be estimated to learn the above classifier
if we do not make the naive Bayes conditional independence assumption?

Course Outcome 3(CO3):
1. Describe the basic operation of k-means clustering.

2. A Poisson distribution is used to model data that consists of non-negative integers.
Suppose you observe m integers in your training set. Your model assumption is that each
integer is sampled from one of two different Gaussian distributions. You would like to

learn this model using the EM algorithm. List all the parameters of the model. Derive the
E-step and M-step for this model.
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3. A uni-variate Gaussian distribution is used to model data that consists of non-negative
integers. Suppose you observe m integers in your training set. Your model assumption is
that each integer is sampled from one of two different Gaussian distributions. You would
like to learn this model using the EM algorithm. List all the parameters of the model.
Derive the E-step and M-step for the model.

4. Suppose you want to cluster the eight points shown below using k-means
Ay | As
2 | 10

I.I,

Assume that k= 3 and that initially the points are assigned to clusters as follows:

Cl = {xI7x2 X3}, C2 = {x4, X5, X6}, C3'= {X7 X8} Applysthe _k-means algorithm
until convergence, ‘using the Manhattanidistance:

Course Outcome 4 (CO4)t

1. Describe how Support Vector Machines can be extendedto make use of kernels. Illustrate
with reference to the Gaussian,Kernel4K(x,iy) &,67, Wherely =(x—y)? .

. Suppose that you have a linear stpport.vector machine(SVVM) binary classifier. Consider a
point that is currently classified correctly, and is far away from the decision boundary. If
you remove the point from the training set, and re-train the classifier, will the decision
boundary change or stay the same? Justify your answer.

. What is the primary motivation for using the kernel trick in machine learning algorithms?

. Show that the Boolean function (X1 A X2) V (=X1 A =x2) is not linearly separable (i.e. there
is no linear classifier sign(wi x1 + w2 X2 + b) that classifies all 4 possible input points
correctly). Assume that “true” is represented by 1 and “false” is represented by —1. Show
that there is a linear separator for this Boolean function when we use the kernel K(x, y) =

(X - y)? (x.y denotes the ordinary inner product) . Give the weights and the value of b for
one such separator.

. Consider the following one-dimensional training data set, ’x” denotes negative examples
and o’ positive examples. The exact data points and their labels are given in the table.
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Suppose a SVM is used to classify this data. Indicate which are the support vectors and

mark the decision boundary. Give the value of the cost function and of the model
parameters after training.

6. Write down the factored condrtigpal probability expressioaithat corresponds to the
graphical Bayesian-Netwerk-shown below,

'S

7. How do we learn the cenditional probabilitytables (CPT) in Bayesian networks if
information about'some varkables is missing? How are.these; vayiables called?

Course Outcome 5 (CO5):

1. Suppose 10000 patients get tested for flu; out of them, 9000 are actually healthy and 1000
are actually sick. For the sick pedple, a test was positive for 620 and negative for 380. For
healthy people, the same test was positive for 180 and negative for 8820. Construct a
confusion matrix for the data and compute the accuracy, precision and recall for the data.

2. Given the following data, construct the ROC curve of the data. Compute the AUC.
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26 5

5 29 11 14 0

6 29 0 25 0

7 29 0 25 0

3. With an example classification problem, explain the following terms: a) Hyper parameters

b) Training set c) Validation sets d) Bias e) Variance.

4. What is ensemble learning? Can ensemble learning using linear classifiers learn
classification of linearly non-separable sets?

5. Describe boosting. What is the relation between boosting and ensemble learning?

6. Classifier A attains 100% accuracy on the-training.set and 70% accuracy on the test set.
Classifier B attains 70% accuracy-ei-tha-training!set and=/5%-accuracy on the test set.
Which one is a better Classifie-Justify your answet.

7. What are ROC spacerand ROC curve insmachine fearning?In"ROC space, which points
correspond to perfectprediction, always positive prediction angkalways negative
prediction? Why?

8. Suppose there are thiee classifiers AJB and.C..Ehe (FPR, TPR) measures.of the three
classifiers are“as follows — A (05 1), B (1, 1) , C(1,0.5)."Which can-e corsidered as a
perfect classifier? Justify your answer.

9. What does it mgan fer_a'classifier to-nave ahigh.precision but Jow recall?
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 4

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1TCS100
Course Name: ADVANCED MACHINE LEARNING
Max. Marks : 60 Duration: 2.5 Hours
PARTA

Answer AW QuestionssEach Question Carfigs 5 Marks

Explain the principle.of the gradient descent algorithm.

In a two-class lQgistiC regression model, the wetght vector w = [4, 32| 1, 0]. We
apply it to some _object that we would'like'to elassify; the vectorizedifeatuye
representatior] of this:object isX = g2, Q3. Bsda3JMVhat is the probabitity,
according to the'madel; that this instance belongs testhe positive,class?

Expectation maximization (EM) is designedido find a-maximum'likelihood setting
of the parameters-of madel when some of-thé.data i1s missing. Does the algorithm
converge? If so, doyou obtain a locally or globally, optimat setjof parameters?

. What is the basic idea ofa Supporta/ector Machine?

. What is the trade-off between bias and variance? (5x5=25)

Part B

(Answer any five questions. Each question carries 7 marks)

Suppose X1, ..., Xn are independent and identically distributed(iid) samples
from a distribution with density

j&ﬁ*
(x| =430
0. otherwise

0<x<3

Find the maximum likelihood estimate (MLE) for 6.

Derive the gradient descent training rule assuming for the target function oq4 = (7)
Wo + wiX1 + ... + wWnXn. Define explicitly the squared cost/error function E,

assuming that a set of training examples D is provided, where each training
example d & D is associated with the target output t.
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11

Cluster the following eight points representing locations into three clusters:
Al(2, 10), A2(2, 5), A3(8, 4), A4(5, 8), A5(7, 5), A6(6, 4), A7(1, 2), A8(4, 9).

Initial cluster centers are: A1(2, 10), A4(5, 8) and A7(1, 2).

The distance function between two points a = (x1, y1) and b = (x2, y2) is
defined as D(a, b) = |x2 - x1| + |y2 - y1|

Use k-Means Algorithm to find the three cluster centers after the second
iteration.

Describe Principal Component Analysis. What criterion does the method
minimize? What is the objective of the method? Give a way to compute the
solution from a matrix X encoding the features.

Consider a support vector maching whgsesinput space is 2-D, and the inner
products are computed by.means of-the kernel" ®K(x, y) = (x.y + 1)>-1 (x.y
denotes the ordinary inner product),- Show:that thelmapging to feature space
that is implicitly defined by this kerpelis-the.magping to 5:D given by

How does randomiforest classifier wokk2'Why is a randém ferestipetter than a
decision tree?

(7)
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12 Consider a two-class classification problem of predicting whether a 7
photograph contains a man or a woman. Suppose we have a test dataset of 10
records with expected outcomes and a set of predictions from our
classification algorithm. Compute the confusion matrix, accuracy, precision,
recall, sensitivity and specificity on the following data.

SI.No. Actual Predicted

1 man woman

2 man man

woman woman

man man

Man Wwoman

woman woman

woman man

man man

man woman

Woman weman

Syllabus

Module-1 (Parameter Estimation and Regression)|8 houts

Overview of machine learning: supervised, semi-supervised, unsupervised learning,
reinforcement learning. Basics of parameter estimation: Maximum Likelihood Estimation
(MLE), Maximum a Posteriori Estimation (MAP). Gradient Descent Algorithm, Batch
Gradient Descent, Stochastic Gradient Descent. Regression algorithms: least squares linear
regression, normal equations and closed form solution, Polynomial regression.

Module-2 (Regularization techniques and Classification algorithms) 9 hours
Overfitting, Regularization techniques - LASSO and RIDGE. Classification algorithms:
linear and non-linear algorithms, Perceptrons, Logistic regression, Naive Bayes, Decision

trees. Neural networks : Concept of Artificial neuron, Feed-Forward Neural Network, Back
propagation algorithm.

Module-3 (Unsupervised learning) 8 hours
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Unsupervised learning: clustering, k-means, Hierarchical clustering, Principal component analysis,
Density-based spatial clustering of applications with noise (DBSCAN). Gaussian mixture models:
Expectation Maximization (EM) algorithm for Gaussian mixture model.

Module-4 (Support Vector Machine and Graphical Models) 7 hours

Support vector machines and kernels: Max margin classification, Nonlinear SVM and the
kernel trick, nonlinear decision boundaries, Kernel functions. Basics of graphical models -
Bayesian networks, Hidden Markov model - Inference and estimation.

Module-5 (Evaluation Metrics and Sampling Methods) 8 hours

Classification Performance Evaluation Metrics: Accuracy, Precision, Precision, Recall,
Specificity, False Positive Rate (FPR), F1 Score, Receiver Operator Characteristic (ROC)
Curve, AUC. Regression Performance EVYaluation Metrics: Mean Absolute Error (MAE),
Root Mean Squared Error (RMSE), (R Soguared/Coefficient-of Determination. Clustering
Performance Evaluation~Metrigs: Purity,~Jaceard-index, Normalized Mutual Information,
Clustering Accuracy, Silhouette Cocfficient, Dunn’s [fdex. Boosting: AdaBoost, gradient
boosting machines;” Resampling methods. cross-validation,spattstrap. Ensemble methods:
bagging, boosting, randem forests Practical aspects in machine:Jéarning=data preprocessing,
overfitting, accunacy estimation, parameter and model selection Bias-Variance tradeoff

Course Plan

No. of
Topics Lectures
(40)

Module-1 (Parameter Estimation'and Regressigh) 8 hours

Overview of machinegs learming™ . supemviseds =.semi-supervised,
unsupervised learnifng, reinforcenentdearning.

Basics of parameter estimation: Maximum-kikelihood Estimation (MLE)

Basics of parameter estimation: Maximum Likelinood Estimation (MLE)
- Examples

Basics of parameter estimation: Maximum a Posteriori Estimation (MAP)

Basics of parameter estimation: Maximum a Posteriori Estimation (MAP)
- Example

Gradient Descent Algorithm, Batch Gradient Descent, Stochastic
Gradient Descent

Regression algorithms: least squares linear regression, normal equations
and closed form solution

Polynomial regression 1

Module-2 (Regularization techniques and Classification algorithms) 9 hours
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Overfitting, Regularization techniques - LASSO and RIDGE

Classification algorithms: linear and non-linear algorithms

Perceptrons

Logistic regression

Naive Bayes

Decision trees

Neural networks: Concept of Artificial neuron

Feed-Forward Neural Network

Back propagation algorithm

Module-3 (Unsupervised-learning)8houks

Unsupervised leapning* clustering, K-means

Hierarchical clustering

Principal componentanalysis

Density-based spatial clustering.ef app lieatigns. with noise (DBSCGAN)

Gaussian mixture models: Expectation Maximization (EM) algorithin for
Gaussigit mixtureé model

Gaussian mixtura models: Expectation Maximization (EM) algortchm for
Gaussian,mixtuse model

Module-4 (Suppertector Machine and GraphicalMedels),7 hours

Support vecter machineS+and kernels: Max:margin-Classifieation

Support vector machings: Max pat0if classification

Nonlinear SVM and the kernettnick, nenlinedr decision boundaries

Kernel functions

Basics of graphical models - Bayesian networks

Hidden Markov model - Inference and estimation

Hidden Markov model - Inference and estimation

Hidden Markov model - Inference and estimation

Module-5 (Evaluation Metrics and Sampling Methods) 8 hours

Classification Performance Evaluation Metrics: Accuracy, Precision,
Precision, Recall, Specificity, False Positive Rate (FPR), F1 Score,
Receiver Operator Characteristic (ROC) Curve, AUC

Regression Performance Evaluation Metrics: Mean Absolute Error
(MAE), Root Mean Squared Error (RMSE), R Squared/Coefficient of
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Determination

Clustering Performance Evaluation Metrics: Purity, Jaccard index,
Normalized Mutual Information, Clustering Accuracy, Silhouette
Coefficient, Dunn’s Index

Boosting: AdaBoost, gradient boosting machines.

Resampling methods: cross-validation, bootstrap.

Ensemble methods: bagging, boosting, random forests

Practical aspects in machine learning: data preprocessing, overfitting,
accuracy estimation, parameter and model selection

Bias-Variance tradeoff

Reference Books
1. Christopher Bishop. Negral'Networks ferPattern-Recognition, Qxford University Press,
1995.

2. Kevin P. Murphy. MachineLearning: A Probabilistic PerspectiveyMELPress 2012.

3. Trevor Hastie, Robert Tibshirani, Jerome Kriedmangslhe Elements of Statistical Learning,
Second edition Springer 2007.

4. Ethem Alpaydin, Intfeduction to MachinéllEéarning, 2nd edition, MIT Press 2010.

5. Tom Mitchell, Machine' Learning, McGraw-Hill, 1997.
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CATEGORY CREDIT
PROGRAM 3
CORE 1

ADVANCED DATABASE
24SJ1TCS001 MANAGEMENT

Preamble: This course provides an exposure to the concepts and techniques in advanced
database management. Various strategies regarding query processing and optimization are
discussed in this curriculum. An optimum insight of database security is provided. Different
layouts of database system architecture and distributed system architecture, along with semi-
structured data is included for better understanding of advanced data management. This course
helps the learners to develop applications that manage data efficiently with the help of suitable
data models and techniques.

Course Outcomes: After the completion of the-course the student will be able to:

CO 1 | ldentify various, measures™ of query processing.and. optimization. (Cognitive
Knowledge Level “Apply)

CO2 | Analyze dnd implement security =mechanisms to% seécufe a database system.
(Cognitive Knowlédge Level: Analyze)

CO 3 | Apply khowledge and awarengss of theidifferent database architectures in different
scenarios=(Cagnitive Knowledge, Levell Apply)

CO 4 | Analyze~tmplementation.aspects“of distributed .system on database architecture.
(Cognitive Knowledge LevelAnalyze)

CO5 | Make use ofisemi structured datageXMk ant’ XML queries: for-data management.
(Cognitive Knewledge Level. Apply)

CO 6 | Design, Develop,-and Implement-ignevative ideas op advanced database concepts
and techniques. (Cognitive Knowledgeé Level: Create)

Program Outcomes ( PO)

Outcomes are the attributes that are to be-tlemonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program
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PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes With prograim outcomes

[EN

PO 2 PO 3 PO 4 RO 5
CcCo1 |

CO2
CO3
CO4
CO5

CO6

WIWIWEWEIWTVES

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%-80%
Analyze 30%*40%
Evaluate
Create

Mark distribution

Total CIE ESE Duration
Marks

100 40 2.5 hours

Continuous Internal Evaluation Pattern:
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Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation 1 40 marks

Micro project/Course based project : 20 marks

Course based task/Seminar/Quiz : 10 marks

Test paper, 1 no. : 10 marks

The project shall be done individually. Group projects not permitted.
Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skKills,
comprehension, application, analysis,synthesis; evaluation and understanding of the
students.

End Semester Examination.Pattern:

The end semester examination will be conducted by -the Universityz«Thera will be two parts;
Part A and Part B Part” Al contain 5 numerieal guestions with 1 question from each module,
having 5 marks foreach guestion. {such questionsshali*be.useful in the testing of knowledge,
skills, comprehension, .application, analysis, synthesis; evaluation; and upderstanding of the
students). Students shall'answer all questions.

Part B will contain 7 'questions (such questions shall be useful™in the testing of overall
achievement and maturity-of the'stidents in a course, through long answer questions relating to
theoretical/practical knowledge, derivations, problem solwing and-guantitative evaluation), with
minimum one question from each.meduie of-which/ student should answer any five. Each
question can carry 7 marks.

Total duration of the examination will be 150 minutes.

Course Level Assessment Questions
Course Outcome 1 (CO1):

1. Suppose you want to get answers to r e s sorted on an attribute of r, and want only the
top K answers for some relatively small K. Give a good way of evaluating the query:

When the join is on a foreign key of r referencing s, where the foreign key attribute is
declared to be not null.

When the join is not on a foreign key.
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2. Why is it not desirable to force users to make an explicit choice of a query processing
strategy? Are there cases in which it is desirable for users to be aware of the costs of
competing query-processing strategies? Explain your answer.

Course Outcome 2 (CO2):

1. A database relation may have the values of certain attributes encrypted for security. Why
do database systems not support indexing on encrypted attributes? Using your answer to
this question, explain why database systems do not allow encryption of primary-key
attributes.

Course Outcome 3(CO3):
1. Suppose relation r is stored partitioned and indexed on A, and s is stored partitioned and

indexed on B. Consider the query; 7€ Ycglint(s.D)(Aga>5()) Mr.B=s8")

i Give a parallel query plan using the exchange, operatorsfor computing the subtree of
the query involwihgenly the-select-and join.gperators.

ii  Now extend thesabgve_to compute the aggregate. Makeésure t@ use preaggregation to
minimize the data‘transfer.

If a parallel data-store'is used to store two relations r and s andwe need to join r and s, it
may be useful to-maintain the join as @ materialized view.|\What are the benefits and
overheads in terms of overall ‘throughpug; use of space, andyresponse time to user
queries? ExXplain.in detail.

Course Outcome4 (COA4):

1. Insert and query-an-a Bloom filter of sizg'm =40 and number.6#hash functions k= 3. Let
H(x) denote the result'of,the three hash fumctions which wiltwrite as a set of three values
{h 1 (x), h 2 (x),*=3%x)¥ Has-functions used:” A=.x"maod'10; B= x mod 7, C= (sum of
digits) mod 9.

. Assume a relationship Rag at sites4=and relationship*Scp at site 2 as follows: R= {(1,2),
(3,4), (5, 6), (7, 8), (9, 10)}.5= {(1,0%(8,1), (9, 2), (10, 3), (11, 4)}. Compute Rx S
using bloom join with A=C and explain the intermediate steps. Show the tuples
transferred with the hash function mod 4.

Course Outcome 5 (CO5):

1. Design an XML document for storing hostel mess food details (meals taken such as
breakfast, lunch, dinner) with their charges for the month of June 2022. Charges may
vary depending on the food taken. Students can opt not to take any meals on certain
days.

I Write a sample XML for 2 students for 2 days.
il Write a XQuery to return the lunch details of all.
iii  Create an XSD for the same.
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Course Outcome 6 (CO6):
1. Implement Student book finder application using XML.

Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 4

FIRST SEMESTER M. TECH DEGREE EXAMIMNATION, MONTH & YEAR
Coukse' Code:24SJ1TTES001

CourselName: ADVANCED DATABASE-MANAGEMENT

Max. Marks : 60 Duration: 2.5 Hours

PART A

Answer All Questions. Each Ouestion*CGarries 5 Marks

Why is it not desiralile’io force usersgio makean explicit choice ofsa query-
processing strategy?"Are‘there cases inwhich it isdesirable fgr tisérs to be aware

of the costs of comipeting query-processing*strategies? Explain your answer.

What are the relative merits-ef Using’ Biscretionary” Access €ontrol or Mandatory (5
Access Control? What is role-pased~access-contrel? 4n.what ways is it superior to

DAC and MAC?

Suppose relation r is stored partitioned and indexed on A, and s is stored partitioned
and indexed on B. Consider the query: r.c'Ycount(s.D)( (cas5(r)) Mrp=sB° )

I Give a parallel query plan using the exchange operator, for computing the
subtree of the query involving only the select and join operators.

ii Now extend the above to compute the aggregate. Make sure to use preaggregation
to minimize the data transfer.

Insert and query on a Bloom filter of size m = 10 and number of hash functions k=
3. Let H(x) denote the result of the three hash functions which will write as a set of
three values {h 1 (x), h 2 (x), h 3 (X)}

Has functions used: A= x mod 10, B= x mod 7, C= (sum of digits) mod 9.
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Design an XML document for storing hostel mess food details (meals taken such as
breakfast, lunch, dinner) with their charges for the month of June 2022. Charges 5)
may vary depending on the food taken. Students can opt not to take any meals on
certain days.

i Write a sample XML for 2 students for 2 days.
il Write a XQuery to return the lunch details of all.
iii Create an XSD for the same.

Part B

(Answer any five questions. Each question carries 7 marks)

6. (a) Consider the issue of interesting orders in optimization. Suppose you are given
a query that computes the natural-jain of a'set of relations S. Given a subset S1
of S, what are the interegting.ortlers of S1?

(b) Suppose you wantto-get.answers.te-rs-s.sorted op.an attribute of r, and want
only the top K answers for some -relatively small" K, Giveia good way of
evaluating the query: ;

i When thejajnyis on a foreign.key .of r referencing s, where tha foreign key
attribute is declared to be not nuk

il When the jein is not on a fareign key.

A database.refation may have the“wvalues“of certain attributes encrypted for
security. \Why do, database. syst@msjnot gsupport indexisg or encrypted
attributes? Usingfyour answer to.thisiquestion, explain why: database systems
do not allow encryjption of primary-key attributes.

If a parallel data-stere.is used.to store two relations’t and s and we need to join r 7
and s, it may be useful to"maintain-theqeinas amaterialized view. What are the

benefits and overheals ih terms*efiovérall throughput, use of space, and
response time to user queries? Explainiin'detail.

Consider the bitmap representation of the free-space map, where for each block
in the file, two bits are maintained in the bitmap. If the block is between 0 and
30 percent full the bits are 00, between 30 and 60 percent the bits are 01,
between 60 and 90 percent the bits are 10, and above 90 percent the bits are 11.
Such bitmaps can be kept in memory even for quite large files.

i Qutline two benefits and one drawback to using two bits for a block, instead
of one byte as described earlier in this chapter.

il Describe how to keep the bitmap up to date on record insertions and
deletions.

iii Outline the benefit of the bitmap technique over free lists in searching for
free space and in updating free space information.
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10 Assume a relationship Rag at site 1 and relationship Scp at site 2 as follows:
R={(1.2), (3.4). (5. 6). (7, 8), (9, 10)}

S={(1,0), (8,1), (9, 2), (10, 3), (11, 4)}

Compute R S using bloom join with A=C and explain the intermediate steps.
Show the tuples transferred with the hash function mod 4.

11 (a) Consider the country data.
Write XPath for the following:
i Return the area of India.
il Return the names of all countries with population greater than 100 million.

iii Return the names of all gotmtries™Whose _population is less than one
thousandth that of some€itys¢in‘any.country):

iv Return the nagies of @ll Cities-that have.theisame name as the country in
which they are located.

(b) Consider thecountry data.
Write XQuery, for the following:
i Retutn the-pame of the couniryaaith thednighest population.
il Return the'name of the countiy that has the City with the Righestipopulation.

iii Returnithesaverage population-of Russian-speaking countries.

12 Consider the following XML Tree

Books

/

Author Year
l |
D

Write an XML schema for the above, and also provide an XQuery expression to
get the books published in the year 1992.
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Syllabus

Module 1: Query Processing and Optimization

Review of indexing and Hashing - Overview- Measures of query cost- Algorithms for Selection
and Join with cost analysis- Evaluation of expressions- Optimization of RA expressions.

Module 2: Database Security

Threats to databases, control measures, database security and DBA, Discretionary access
control, Mandatory access control (role-based only), SQL injection.

Module 3: Database System Architectures

Centralized and Client-Server-Agchiteciures—-Eentralized=server systems - Server System
Architectures - Parallel Systems--- . Parallel storage - Data partitronimg; replication and indexing
in Parallel Databases-Paraliel guery processing.

Module 4: Distributed System Architecture

Distributed System-architecture- Distributed storage -“Distributed file systéms — Distributed
RDB design- Traasparency— Distributed Fransactions - Commit| Rratacols — Concurrency
Control - Distributed. Query Processing

Advanced indexing, Technigues: Bloom filter = Bitmap indices -/Indexing spatial data - Hash
indices.

Module 5: Semi-structured Data

Semi-structured Data and XML Databases: X Data Model — XSD — XPath and XQuery —
Example Queries. Native XML databases, Object Relational Systems
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Course Plan

Topic

No. of

Lectures
(40 Hours)

Module 1: Query Processing and Optimization

Introduction to Query Processing and Optimization

Review of indexing

Hashing - Overview

Measures of query cost

Algorithms for Selection with cost analysis

Algorithms for Join wiih™cest.analysis

Evaluation of expressions

Optimization of RA eXpressions

Module 2: ' Database Security

Introducgion to’Patabase Security

Threats to databases

control imeasures

database securityjand DBA

Discretionary access control

Mandatory a¢cess .eantol (role-based*only)

SQL injection

Module 3: Database'System Architecttfres

Introduction to Database System'Architeetures

Overview of Centralized and Client-Server Architectures

Centralized server systems

Server System Architectures

Parallel Systems

Parallel storage

Data partitioning, replication in Parallel Databases

Indexing in Parallel Databases

Parallel query processing.

I I B = T T S B o (O e B S e B e B e N B S e B e B e e A N T e e )

Module 4: Distributed System Architecture

[EEN
o

Introduction to Distributed System architecture

[
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Distributed storage & Distributed file systems

Distributed RDB design & its Transparency

Distributed Transactions

Commit Protocols & Concurrency Control

Distributed Query Processing

Advanced indexing Techniques: Bloom filter

Bitmap indices

Indexing spatial data

Hash indices

Module 5: Semi-structured Data

Introduction to Semi-structered.Data and=X ML Databases
XML Data Model — XSSP

XPath and XQuery

Example Queries

Native XML databases

e Y S R S e e N e I e ) I Y D Y B =N B SR B S B

Object Relatignal Systems

References
1. R. Elmasri, S.BY; Navathe, “Fundanientals of Database~Systems”, 7/e, Pearson
Education/Addisan Wesley ;2016

. Thomas Cannolly and! Car0Olygs Bedo,-“Patabascgdystems, A' Practical Approach to
Design, Implementation and Management2, 8/, Pearson Education, 2010.

. Henry F Korth, Abraham Silberschatz, ST Sudharshan, “Database System Concepts”, 7/e,
Tata McGraw Hill, 2019.

. Joe Fawcett, Danny Ayers, Liam R. E. Quin, Beginning XML, 5/e, John Wiley & Sons,
2012

. Grigoris Antoniou. Frank van Harmelen, “A Semantic Web Primer”, The MIT
Press,Cambridge, Massachusetts, 2003.
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FOUNDATIONS OF CATEGORY CREDIT

24SJITCS002)  ~5\PUTER SCIENCE P(r:%%agn 3

Preamble: The purpose of this course is to develop rigorous proof writing skills which can
be used to prove different theorems and results in Computer Science and its applications. This
course helps to understand and apply the elementary and advanced Counting Principles in
solving various computational problems. Also, the course helps the learners to solve problems
on probability and also to understand a few classic probability problems.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Apply Direct proof technique, Indirect proqf techmique and Mathematical Induction
to prove various theorems and results:(Cognitive.Knowledge Level: Apply)

CO 2 | Solve counting sprohlems~using Pigeon hole=prineiple,~Pcinciple of Inclusion
exclusion, [Permutations, Comb#nations, Cantor’s=Diagonalization argument and
Derangemehis. ((€ggnitive Knowledge L evel: Apply)

Solve Reeurrentce’ relations andetalniing, problems using Geperating Functions.
(Cognitive Knowledge LevekAppl)

Solve problems on probability'usingthefundamentals of Probability, Bayes theorem,
and Probability Distributions®(CagnitivelK nowledge Level: Apply)

Solve prohblems_using conceptsgingalgebraic Structures such as Groups, Cosets and
Lagrangé’s Theerem. (Cognitive'Knowledge Level: Apply)

Design solutions #foryvarious_computational prebléms .using the mathematical
concepts of computef science and prove the.eorrectaess’of the solution developed.
(Cognitive Knowledge. L ewel: Evaluate)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and developmentwork in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.
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PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load 'management skills related to project management
and finance which focus an Entrepreneurship and, Industeyelevance.

Mapping of course outcorieswith program outeomes

PO 1 RO PO 3 PO 4 POWSb

CO1
CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category End Semester
Examipation
Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours
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Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation : 40 marks

Micro project/Course based project : 20 marks

Course based task/Seminar/Quiz : 10 marks

Test paper, 1 no. : 10 marks

The project shall be done individually. Group projects not permitted.

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper guestions shall be useful in the testing of knowledge, skills,
comprehension, application,.analysis, synthesis, evaluation and understanding of the

students.

End Semester Examination Pattern:

The end semesterseXamination will-be“condtcted™ By the"University. Lhere.will be two parts;
Part A and Part B. Rart, Al contain 5 numerical questions with 1 question.from each module,
having 5 marks forjeach-question. (such.questions shall be useful in-the-testing of knowledge,
skills, comprehension, application, analysis, Synthesis, evaluation “and “understanding of the
students). Students shall-answerall questions.

Part B will contain 7 questions. (stuch jguestions shall®be wSefut” in the testing of overall
achievement and maturity of the studepts in a ceurse, throtghlong answer questions relating to
theoretical/practical knowledge, derivations, problem solving and quantitative evaluation), with
minimum one question from each module of which student should answer any five. Each
question can carry 7 marks.

Total duration of the examination will be 150 minutes.

Course Level Assessment Questions

Course Outcome 1 (CO1):
1. ForaeZ ifa 2 _2a+7is even, then a is odd. Prove the statement using
contradiction and contrapositive proof techniques.
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2. Assume that in a group of 6 people, each pair of individuals consists of 2 friends or 2
enemies. Show that there are either 3 mutual friends or 3 mutual enemies in the group.
Every pair of people at the party are either friends or enemies.

Using the principle of mathematical induction prove that 6 N+2 1 720*1 s divisible by 43

fornezZ™*.

Course Outcome 2 (CO2):
1. How many different words can be formed from the letters of the word ’JEXTRA” so that

the vowels are never together?
2. Suppose repetitions are not allowed:
(@) How many 3 digit numbers can be formed fram the.6 digits 2,3,5,6,7 and 9?
(b) How many of these numbers are, lessthan 4009
(c) How many are even?

Course Outcome-3(CO3):

. Solve the recurrenee relation using generatingfunction: ar—7ar-1+,10a,-> =0 with initial
conditions ao=3 and a:=3.
Find the coefficient of x 17 inthe expansien @l +¢° +x ') 0.
Find the number ofisolutions of ef™e> +e3=17,

where e1, e2, andsezaré, nonnegative integers with 2 £ e..<5, 3<ex=<6and4
ses3s7.

Course Outcome 4 (CO4):

1. Two marbles are drawn successively fromfahox of 3 btack and 4 white marbles.

(i) Find the probability that both are black if the first marble is not replaced before the second
drawing?

(i) Find the probability that both are black if the first marble is replaced before the second
drawing?

2. State Bayes Theorem.
3. Find the probability distribution of number of green balls drawn when 3 balls are

drawn one by one without replacement from a bag containing 3 green and 5 white balls.

Course Outcome 5 (CO5):
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1. A group of n men enter a restaurant and check their hats. The hat-checker is absent-
minded, and upon leaving, she redistributes the hats back to the men at random. Find the
expected number of men who get their own hat.

Explain (i) Generators of a group (ii) Left coset and (iii) Homomorphism with an
example each.

Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER.M /ECH DEGREEEXAMINATION, MONTH & YEAR
Course-Code: 248J1T CS002
CoursedName: FOUNBA TIONS.QFEOMPUTER SCIENCE
Max. Marks : 60 Duration: 2.5 Hours
PART A

Answer.AlkQuestions. Eacl Question Carriesd Marks

Prove that V3 is irrafional'using.proof by confradjetion.

Show that the set of redbntinibers is tn¢ountable using Cantor’s diagonalization
principle.
In how many different ways can eight identical cookies be distributed among

three distinct children if each child receives at least two cookies and no more
than four cookies?

A woman has 11 close friends and she wants to invite 5 of them to dinner. In
how many ways can she invite them if

(1) there is no restriction on the choice.

(i) two particular persons will not attend separately.
(ii1) two particular persons will not attend together.
State and prove Birthday Paradox.

Part B

(Answer any five questions. Each question carries 7 marks)
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Determine which amounts of postage can be formed using four and seven
rupees stamps. Prove your answer using principle of mathematical
induction .

Prove your answer using strong induction.

Every sequence of (n 24 1) distinct real numbers contain a sub sequence of
length (n + 1) that is either strictly increasing or strictly decreasing. Prove
the statement using Pigeonhole principle.

(i) Find the number of permutations that can be formed from the letters of the
string ’TELEVEN’?

(ii) How many of them begin and end with E?

(iii) How many of them bave three Es-together?

(iv) How many begin with Brand end With*N?

Determine the namber, ef intégers between 1 and-10000 that.ate not divisible

by 6, 7 or 8. H

Solve the reclirpeficé relation an—.4an=1-=6x 4 " with iitial Condition ao=

1, using/generating function.

Entry to a Certain University IS detesinined by & national tesisl NE=scores on
this test are-pormally distiibuted-withe-a mean of 500 and.a" standard

deviation of 100.1Tom wantst@*be_admuitted t@Fthis university.and.he knows
that he mgst seere better than“atleastafi0%..0t the students Wiho,took the test.
Tom takes tha, test; and scores 585 ¥Vill"he be admitted=to this university?
Why?

There are n distinct coupens _placed—in—an aurn.! Coupens are randomly
selected one at a time (With replaeement) ‘unti] at Ieast one of each type of
coupon has been selectedkEind the expected humber of selections made until
all distinct n coupons are collected.

State and prove Lagrange’s Theorem.
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Syllabus

Module 1: Theorem Proving Techniques

Theorem proving techniques: Direct Proof, Indirect proof - Proof by Contrapositive, Proof by
contradiction and Proof by exhausting cases, Principle of mathematical induction, Complete
induction and Well-ordering principle. The Pigeonhole principle.

Module 2 : Fundamentals of Counting

The Basics of counting, Addition and multiplication principles, Permutations and
Combinations. Countable and uncountable sets, Principle of inclusion and exclusion —
applications, derangements.

Module 3 : Generating Functions
Recurrence Relations, Modeling=problems With recurreheg felationss Generating functions,

Solving counting problems wsing Generating functions, Solwing recurrence relations using
Generating functions.

Module 4: Probability Theory

Probability theory—- Properties of Probabtitty, ‘Conditional Probability,.Independent Events,
Bayes Theorem, IMathematical Expectation‘and Vagiance of RandomVariables.

Discrete Distributiops and, “its mean andy'variance- Binomial Distribution, Bernoulli
Distribution , Geometric Bistribution, Poisson Distribution. Continuous Distributions and its
mean and variance- Uniform and Exponential Distiibutions, Normal Distribution.

Module 5 : Classic Problems in Probabuity and-Algebraic Structures

Classic Problems in Probability- Birthday Paradox, The Hat Problem, Coupon Collector
Problem.
Groups and subgroups, generators for a group, Homomorphism theorems, cosets and normal

subgroups, Lagrange’s theorem.
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Course Plan

No. of
Lecture
s (40

hrs)

Topic

Module 1: Theorem Proving Techniques

Theorem proving techniques: Direct Proof

Indirect proof - Proof by Contrapositive,

Proof by contradiction

Principle of mathematical inductiengGomplete ingduction

Principle of mathematieal.induction,.Complete-aduetion

Well-ordering principle

The Pigeonhaele principle

The Pigeonhole principle

Module 23 Fandamentals ‘of Coumting

The Basics of cgtinting, Addition angd multiplication printiples

Permutations and*Combinatians.

Permutations and Combinatiqns.

Countable and uncountable sets

Countable and uncountable sets

Principle of inclusion and exclusion —applications,

Derangements

Module 3: Generating Functions

Recurrence Relations, Modeling problems with recurrence relations.

Generating functions
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Generating functions

Solving counting problems using Generating functions

Solving counting problems using Generating functions

Solving recurrence relations using Generating functions.

Solving recurrence relations using Generating functions.

Module 4: Probability Theory

Probability theory — Properties of Probability

Conditional Probability

Independent Evenis

Bayes Theorem

Mathematical'Expectation and Vafiange ef+Random variables

Discrete Distributions and its meanane variance- Binomial Disiribution,
Bernoulli Distribution

Geometric Pistribution, PoissensDistribution

Continuous Distributions and its meaniand variance

Uniform and ExponentialiDistributions

Normal Distribution

Module 5: Classic Problems in Probability and Algebraic Structures

Classic Problems in Probability- Birthday Paradox

The Hat Problem

Coupon Collector Problem.

Coupon Collector Problem.

Groups and subgroups, generators for a group

Homomorphism theorems
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Cosets and normal subgroups

Lagrange’s theorem

References
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2011.

2. J. P. Tremblay, R. Manohar, “Discrete Mathematical Structures with  Application to
Computer Science” Tata McGrawHill, 2000

3. Sheldon M. Ross, “Introductien-to Probabitity Models”
4. Sheldon M. Ross, “A First'Course in-Probability>

2

5. William FellerAn *introduction= to probability “thedory and its applications’
Volumel.Wiley, 1957,

6. Rajeev Motwani ‘ahd Prabhakar Raghavany “Randomized ‘Algonithms” Cambridge
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PROGRAM ELECTIVE 1
SL COURSE
SLOT | No CODE COURSE NAME L-T-P | HOURS | CREDIT
OBJECT ORIENTED
1 |24SJ1ECS100| SOFTWARE ENGINEERING 3-0-0 3 3
2 |24SJ1ECS001 ADVANCED DATA MINING 3-0-0 3 3
3 |24SJ1ECS002 CLOUD GOMPUTING - 3-0-0 3 3
4 [24SJ1ECS003| |  WiB SERMICESS A, , - [="8-0-0 3 3
o n y L
; - - il ¥
D % | 5 ".eOMPUTATIONAL ) L
5 [24SJ IECSQQA s " INTELLIGENGE o 3-0-0 3 3
6 [24SJ1EC$005" AUTOMATED.VERIFICATION 8-0-0 = 3 3
_I.-.-‘ k| 1 I
E 1
-
* s L
SL COURSE["
SLOT | NO CODE I ™ CREDIT
TR L, i A e e
| o SJABVANGED COMPUTER™, 4 4
1 |24SJ1ECS006 '8 “NETWORKS & ™ 1300 3 3
) I \jl- - H ID ,J.
| [ =l | hl 1 a
2 | 24SJ1ECS007 PATPERN RECQGNITION._+ | 3-0-0 3 3
ADVANCED COMPUTER
3 |24SJ1ECS008 ARCHITECTURE 3-0-0 3 3
NATURAL LANGUAGE
4 |24SJ1ECS009 PROCESSING AND TEXT 3-0-0 3 3
E MINING e
5 |24SJ1ECS010 | ADVANCED COMPILER DESIGN | 3-0-0 3 3
6 |24SJIECSO11 BIOINFORMATICS 3-0-0 3 3
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CATEGORY CREDIT
OBJECT ORIENTED
SOFTWARE ENGINEERING PROGRAM

ELECTIVE1

24SJ1ECS100

Preamble: Study of this course provides the learners an exposure to the concepts and
principles of object-oriented software engineering. The course covers the various software
lifecycle models, principles of design, coding, testing, maintenance and configuration
management. The course helps the learners to analyse and design software using tools and will
improve capability to efficiently develop, deploy and maintain software.

Course Outcomes: After the completiop of thercourse the student will be able to

CO 1 | Make use of project organization and management-concepts and analyse the various
tasks carried out. (Cognitive-4=evel: Apply)

CO 2 | Identify and.selectisuitable process model for a-given prablem. (Cognitive Level:
Apply)

CO 3 | Analyse therreéguirements of a given software project and preducejrequirement
specification (€agnitive LevelAnalyse).

CO 4 | Examine thewarious designing principiestand patierns of a seftwarg product. (Cognitive
Level: Analyse)).

CO5 | Build the mapping of produet*design to code; its testing and maintenance. (Cognitive
Level: Apply).

CO6 | Design, anatyse ebject models and-dynamic models for'a-given problem statement.
(Cognitive Level:*Create)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the stream
related problems taking into consideration sustainability, societal, ethical and environmental
aspects

PO7: An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4 PO5
CcCo1 7)) @ (7))
CO?2

CO3
CoO4
CO5
CO6

Assessment Patiern

Bloom’s Category EndSemester Examination

Apply 70%-80%
Analyse 30%-40%
Evaluate
Create

Mark distribution

Total ClIE ESE Duration
Marks

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks
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i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

Ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the students.

End Semester Examination Pattern:

The end semester examinatior-willbe conducted™by the respective €ollege.

There will be two parts; Part,A andPart B.

Part A will contain 5 fiumerical/short answer questions with 1 questien.from each module, having 5
marks for each question. Students should answer all questions. Part B will contain 7 questions (such
questions shall be usefutin the testing of overall achtevement and maturity of the students in a
course, through long answer questions'relating to theoretical/practical knowledge, derivations,
problem solving ‘and quantitative evaluation), with-minimum one guestion from each module
of which student shouldianswer any five "Each.guestion.can carry 7 marks

Total duration of the examimation will be 150 minutes.

Note: The marks obtained for the-ESE for an elective course shali-not exceed 20% over the average
ESE mark % for the core courses."ESE, marks-awarded 10 a,student for each elective course shall be
normalized accordingly.

For example if the average end semester mark % for a-core course is 40, then the maximum eligible

mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):
1. Detail about the Project Organisation Concepts.
2. Distinguish between planned and unplanned communication.

3. Can arole be shared between two or more participants? Why or why not?

Course Outcome 2 (CO2):

1. Analyse the various Life cycle models
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2. Compare the Sequential Activity Centered model with the Iterative Activity Centered
models.

Course Outcome 3(CO3):

1. Draw a class diagram representing a book defined by the following statement: “A book is
composed of a number of parts, which in turn are composed of a number of chapters.
Chapters are composed of sections.” Focus only on classes and relationships.

2. Conduct requirement elicitation for a social media application.

Course Outcome 4 (CO4):

1. Cohesion and coupling controls the complexity of a system during subsystem
decomposition. Illustrate using examples

2. Compare and contrast-Dypamic @bject-Maodelling with,Static Object modelling.
Course Outcome 5(CO5).

1. Discuss the configufation management:copcepts-of a system.

2. Explain why maintenance is unavgigabletnthe field of software.

Course Outcaome 6(CO6):

1. Consider the problem statement of. aRkE-Commerce application:
a. Analyse the-reguirements and design. the different UML diggrams
b. Create the negessarytest cases so as toseonduct functionaktesting'on the application.
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS100
Course Name: OBJECT ORIENTED SOFTWARE ENGINEERING

Max. Marks : 60 Duration: 2.5
Houirs

PART A

AnswerzAll Questions. Eath Question Carrigss5 Marks

Being the member-of the design t€ami to develop an interface, fgr an online
registration portalyyou are not sure aboui thesmandatory fieldsReopte in what
role can help you.eut. Whether planged. or_unplanned: communication will be
more beneficiatin ihis situation. Wiy?

For what type of project, the spiral model'suit’s best. Why?
Describe the rent iReguirement Elicitation techniques.
Discuss the designPringiples.of-System Design.
Demonstrate ent steps'®f sglinpare deploymer
Pant B
(Answer any five questions. Each question carries 7 marks)
(@) Explain Work Breakdown Structure.
(b) What are the types of project organizations?
(@ Explain Iterative Activity Centered Models.
(b) Explain Agile process?
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Problem statement: Student Attendance Monitoring System.

Student Attendance Monitoring System is used to track the attendance of
students in an Institute. Faculty advisor can add students into the system,
which is verified and approved by HOD. Once the students list is approved,
the teachers can mark attendance on the system. Students can apply for duty
leaves to the faculty advisor. Faculty advisor forwards the application to the
HOD for approval. Students, teachers, faculty advisor and HOD can view the
attendance reports of every student.

Draw the sequence diagram for this problem statement.

Identify any four functional and non-functional requirements of KTU
website.

Compare the Dynamic Ohject Modgllidg with tive-Static Object Modelling
Design patterns speed up the gdgvelopment-proCgss-criet atot. Illustrate with

example.

Discuss aboyt the Ohfect ConstraintLanguage?

Discuss SyStegn Dacumentatiop
What is skilllpatrix? Briefly,d€Seripesih cspme) S€BManagementzaetiVities?

Consideri.a_methad that “wwillNFéiuERNEh &War B8t a~transpart bus, given the
source, destinasigniand number of passcmgers. T e source gnd destipation are
specified &s intégers. 1 represen{S*siaign A’ 2 represents statiomB etc. The
total number ofisegts 1s,30. Generate tesficases for Unit testing the system.

List out the benefits of model transformation.
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Syllabus

Module 1: Classical Paradigm

System Design Concepts — Project Organization Concepts : Project Organizations , Roles ,
Tasks and Work Products ,Schedule — Project Communication concepts : Planned
Communication , Unplanned Communication ,Communication Mechanism — Project
Management Concepts : Tasks and Activities ,Work Products , Work Packages and Roles ,
Work Breakdown Structure .

Module 2: Process Models

Life cycle models: Sequential Activity Centered Models, Iterative Activity Centered models,
Entity Centered models — Unified Process — lterative and Incremental — Workflow — Agile
Processes

Module 3: Analysis

Requirements Elicitation Concepts — An Qverview of Unified " Modeling Language —Analysis
Concepts : Analysis ©bject Model and Analysis Dynamic'.Models — Non-functional
requirements — AnalysisPatterns — Execuiable specification

Module 4: Desigr

System Designj._Architecture — Design [Principles = Design Patterns’ — Dynamic Object
Modeling Static Object Modeling — Mgodelgbased approach vs Doclment. based approach —
Interface Specification—ORject Constraint.l anguage

Module 5: Implemeptatiam; Deployment And Maintenancé

Mapping Design (Models) to ‘€ode —Festing --UJsability - Deployment — Configuration
Management — Maintenance

Course Plan

No. of
Lectures (40

Hours)

Module 1: Classical Paradigm 10

System Design Concepts

Project Organization Concepts- Project Organizations
Roles , Tasks, Work Products and Schedule

Project Communication concepts
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Planned Communication , Unplanned Communication .

Communication Mechanism

Project Management Concepts

Tasks and Activities ,Work Products ,

Work Packages and Roles

Work Breakdown Structure

Module 2: Process Models

Life cycle models

Sequential Activity Centered Models

Iterative Activity Centered models

Entity Centered models

Unified Process

Iterative and Ilncremental

Workflow

Agile Processes

A I e S I I

Module-3: Analysis

Requiremeénts-Elicitation Coneepts

An Overview of Unified Modeling.[-anguage

Analysis Coneepis

Analysis ObjectModel and-Analysis Dynamic Models

Non-functional requirements

Analysis Patterns

Executable specification

Module 4: Design

System Design, Architecture

Design Principles

Design Patterns

Dynamic Object Modeling

Static Object Modeling

Model based approach vs Document based approach

Interface Specification

Object Constraint Language

I e I N I Y
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Module 5: Implementation, Deployment And Maintenance

Mapping Design (Models) to Code

Mapping Design (Models) to Code(Continued)

Testing
Usability

Deployment

Configuration Management

Y

Maintenance

References
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CATEGORY CREDIT

24SJ1ECS001| ADVANCED DATA MINING PROGRAM
ELECTIVE1

Preamble: This course provides exposure to the concepts, principles and techniques of data
mining. This course will enable the learners to identify the key process of Data mining and
Warehousing, apply appropriate techniques to convert raw data into suitable format for
practical data mining tasks, apply various data mining algorithms in appropriate domain,
analyze the performance using performance metrics and extend data mining methods to the
new domains of data. This course also helps to develop Data Mining systems which can
analyze data efficiently and rigorously with suitable data models and techniques for
respective applications.

Course Outcomes: Afterihe,completion-ofthe course the student will be able to

CO 1 | Summarise pasic concepts of Data miniag and Illustiate’feature vector representation
for a given dlataegllgction (Cognitive'Knowledge Levelibnderstand)

CO 2 | Design Data Warehouse for problemsyingvarious domaings(Cognitive Knowledge
Level: Apply)

CO 3 | Implement Association Rules for analysing Transactional™databases (Cognitive
Knowledge tzevel: Apply)

CO4 | Implement;major Classificatton amd Elusterthg Algorithms to=a given problem.
(Cognitive Knowledge Level: Analyze)

CO5 | To develop Data s\Mining system %and analyze  the« performance (Cognitive
Knowledgel evel: Create)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program
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PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with-program outcomes

[EN

PO 2 PO 8 PO-4 PQ=5

‘#1

CO1
CO2
CO3
CO4
CO5

¥

=
L

WINTWIWTNVES

e

Assessment Pattern

Bloom’s Category End SemesteriExamination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii. Course based task / Seminar/ Data collection and interpretation : 15 marks

iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
Course based task/test paper questions shall be useful in the testing of knowledge, skills,

comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattarn:

The end semester examination Wili-be conducted-by the respective €0llege.

There will be two parts; Part A'and Part B.

Part A will contain-5 numerical/short answer questions with 1 question from each module,
having 5 marks for-each question. Students should answer all questions. 'Part B will contain 7
questions (such quiestions shall beruseful in the testing of overall achievemeht and maturity of
the students in a course, through'long answer questions relatingto “theoretical/practical
knowledge, derivations, greblem solving“and quantitative evaltiation);"with minimum one
question from each module‘of ‘which student should answer amy-fjve. Each guestion can carry
7 marks

Total duration of the examinationwilt be 150 minutas.

Note: The marks obtained for the~ESE for an‘elective course shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example, if the average end semester mark % for a core course is 40, then the maximum

eligible mark % for an elective course is 40+20 = 60 %.
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Course Level Assessment Questions
Course Outcome 1 (CO1):

Implement an intelligent disease prediction system using feature selection techniques
Discuss different data reduction techniques with example

Implement an intrusion detection system using feature selection techniques

Discuss how mapping is done for different types of raw data to ML features with
example

How we can eliminate noise using clustering? Discuss with example

Distinguish between cluster sampling and stratified sampling techniques with example

Course Outcome 2 (CO2):

1. Differentiate between Stars, saowflakes andFact.congtellation schemas

2. Suppose that a (lata warehouse™ consists of-thesdimensions time, branch, dealer,
location and_pradugt, and the two measures uni-setd. and ‘revenue. Draw a star
schema diagram_and-snowflake schema diagram for, thewdata warehouse. Provide
DMQL repregeqtation of star schema diagram and snowflake.schema
List different schemas for a Data WarehousesSuppose that a Data \Warehouse for Big
University consists of the following.foursdimensions: stutent, course, semester and
instructor”and_two measures_count, avg_grade. When at the-towest conceptual level
(e.g for a*given student, coursexsemester andginstructor conibination), the avg_grade
measure siores:ithe actual course.grade of jhe student. At=higher conceptual levels
avg_gradestores-thesaverage grade far the given combipatien.ia) Draw the Snowflake
schema diagram for.the data warehowSe b) Starting“\with the base cuboid [student,
course, semester;-instrtictor), what specificOLAP operations should one perform in
order to list the average grage of.CS-eotrses fogeach Big University student.

What is the difference between*BigQuery and Snowflake? What are the different

ways to access the BigQueryCloud Data'warghouse ?

5. What are the data security features in Bigquery ?

Course Outcome 3(CO3):

Discuss Bayesian Networks and Data Modeling with an example
Implement spam filtering, Image enhancement using Bayesian Networks

. Compare the R-tree to the R*-tree Discuss different spatial datamining primitives with
example
Investigate and describe two techniques which have been used to predict future stock
prices.

. Apply the Apriori algorithm for discovering frequent itemsets from the following data
set minimum support of 50% and minimum confidence of 75%.
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Items

Bread, Cheese
Bread, Chesse, | uice
Bread, Milk
Cheese, | uice Milk

Course Outcome 4 (CO4):

. Suppose a data collection consists of customer data of a bank. Implement customer
fraud detection system

. Suppose a corpus consistssgfd data front=medical domain. Implement a disease
prediction system
Impleme & Minimdesyster de INtrug] B sethat
offer greater secufit¥ato,the entire gystems

ne database to

= 4

Course Outcome 5(CO5):

1. Implement a Pate syisterm to assist Mobile 2 providdrs to design their
marketing campaigns and-to netai ngeustomers @ moving to-other vendors.
Data collectidn= ¢onsists of, B lingsinfarmaton, email J text messages, web data
transmissions, "andicustomer ‘seMcesand 86 .0n. The @daia* miaing system has to
predict * nY that %ells the customgrsywho are lookidg#o chan 1e vendors. The
mobile servigé providefs,are then able*to provide ineentives;.offe customers who

are at hig Sk ofychurpinG
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 3

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
CODE 24SJ1ECS001
Course Name: ADVANCED DATA MINING
Max. Marks : 60 Duration: 2.5 Hours
PARTA
Apswer, AH Questions=Each Question Carrigs 5 Marks

Differentiate betweenclassification and regression.with example

Explain concept hierarchy generation. Whthasurtable example'showihow is it
done for categorical data.

How can you generate association'rulésfrom frequent item sets?

Why are nearesineighbor algorithmsigalled dazy learners? What are the
disadvantages of a.lazy learner?

How do we relate text mining and web mining? Differentiate hetween spatial and
non spatial data withexample

PantB

(Answer any five questions. Each question carries 7 marks)

(@ Why feature engineering is important? What is the output of feature
engineering in machine learning?

(b) Suppose that the data for analysis includes the attribute age. The age values
for the data tuples are (in increasing order) 13, 15, 16, 16, 19, 20, 20, 21, 22,
22, 25, 25, 25, 25, 30, 33, 33, 35, 35, 35, 35, 36, 40, 45, 46, 52, 70. i) Use
smoothing by bin means to smooth the above data, using a bin depth of 3.
Illustrate your steps. ii) How might you determine outliers in the data

7. (a) How do data warehousing relate to data mining? Discuss
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(b) Suppose that a data warehouse consists of the three dimensions time, doctor,
and patient, and the two measures count and charge, where charge is the fee
that a doctor charges a patient for a visit.

a) List three classes of schemas that are popularly used for modeling
data warehouses.

b) Draw a schema diagram for the above data warehouse using one

of the schema classes listed in(a).

Starting with the base cuboid [day,doctor,patient],what a specific

OLAP operations should be performed in order to list the total fee

collected by each doctor in 2022?

8. (&) Why is the FP growth algorithm so efficient?

(b) Discuss FP growth algorithm. Using Apriorand=R growth algorithm find
the frequent itemsets from the followingitransactional database? (min_sup=
2, confidence 70%). Gompare-the-twe-proecesses

TID List of item-1Ds
T100 a1 42 13

T200 1712
T300 213
T400 112,14
T500 1513
T600 12,18
1.700 11,18
1:.800 11,12,13,15
F900 14 1213

What is the metric for classification tasksin CART2How to use the CART
algorithm for classification

Differentiate between different types of ensemble methods for classification
with example

How is the parameter “Distance-function” estimated in the DBSCAN
Algorithm? What are the advantages and disadvantages of DBSCAN
algorithm

What is the purpose of cluster ensemble? How do you create a cluster
ensemble? Discuss with example
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Syllabus

Module 1: Data Mining and Knowledge Discovery

Desirable Properties of Discovered Knowledge — Knowledge representation, Data Mining
Functionalities, Motivation and Importance of Data Mining, Classification of Data Mining
Systems, Integration of a Data Mining System with a Database or Data Warehouse System,
Classification, Clustering, Regression, Data Pre-processing: Data Cleaning, Data Integration
and Transformation, normalization, standardization, Data Reduction, Feature vector
representation. importance of feature engineering in machine learning; forward selection and
backward selection for feature selection; curse of dimensionality; data imputation techniques;
No Free Lunch theorem in the context of machine learning, Data Discretization and Concept
Hierarchy Generation

Module 2: Data Warehouse and OAP. Tgehnolagyfor Data Mining

Data warehouses and its Characteristies - Data warehouse Architecture and its Components,
Data Warehouse Design Pracess; Data Warehouse and DBMS,. Data ‘marts, Metadata, Data
Cube and OLAP, Extractions~ Transformatien — Loading - ‘Schemas for Multidimensional
Database: Stars, Snowflakes and Fact constellations, OLAP Cube - OLAP Operations -
OLAP Server Architecturg - Data \Warehouse Implementation - From Data Warehousing to
Data Mining, Trends in-dat housing

Module 3: AssociationPattern Mining

Mining Frequent RPatterns, Associations and Cerrelations —Mining Methods — Mining Various
Kinds of Association Rules = Correlation Analysis — Constraint-Based Association Mining,
Single Dimensional Boolean Association Rules From Transaction Databases, Multilevel
Association Rules from™ transaction-databases — Multt dimension Association Rules from
Relational Database and Data \Warehouses, .Frequent Item Set Genération, Apriori Algorithm,
Improved Apriori Algorithm for Assogiation Rules Miring, Me ove Apriori, FP
Growth Algorithm - ng~ assoeiation =rules fro mnset, Compact
Representation of Frequent Item set - Maximal Frequent Item Set - Closed Frequent Item Sets.
Pattern Evaluation Methods- Relationship Between FP-Growth and Enumeration-Tree
Methods From Association Analysis to Correlation Analysis, Lift

Module 4: Classification and Prediction

Classification Techniques, Decision Tree - Decision tree Construction, Measures for Selecting
the Best Split - Algorithm for Decision tree Induction - CART, Bayesian Belief Networks,
Instance-Based Learning, K-Nearest neighbor classification, Accuracy and Error measures,
Multiclass Classification, Semi-Supervised Classification, Multi class Learning, Rare class
learning, Active Learning, Transfer Learning, Fuzzy Set Approaches for Classification, Rough
Set Approaches, Techniques to improve classification accuracy-Ensemble methods, Bias-
Variance Trade-off, Improving classification accuracy of class imbalanced data
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Module 5: Cluster Analysis

Desired features of cluster Analysis, Types of data in cluster analysis, Categorization of Major
Clustering Methods, Density-Based Methods, Clustering High Dimensional Data, Constraint
Based Cluster Analysis, GA based clustering, Dealing with Large Databases, Probabilistic
Model Based Clustering, Clustering with Constraints, Semi supervised clustering, Cluster
Ensembles, Quality and validity of cluster analysis methods, Outlier Analysis-Statistical
Approaches, Proximity Based Approaches

Advanced Mining: Multimedia Data Mining - Text Mining, Graph Mining and Social

Network Analytics - Geospatial Data Mining, Temporal Mining, Data Mining Applications -
Social Impacts of Data Mining.

Course Plan

Topic No. of Lectures
(40 Hours)

Module 1: BataMining and Knowledge Discovery 6

Data Miping Fungtionalities, Maiivatiomane. lmportance of*Data 1

Mining

Integration ofia Data MininggSystempwitiwa Database or Data
WarehouseiSystem, Major Isstgs imiPatasMining. Classification,

Clustering,-Regression

Data Pre-pracessing? Data Cleaning, Bata Integration and

Transformation, normalization

Data Reduction, Different technigties

Feature vector representation. importance.ofifeature engineering in

machine learning;

Forward selection and backward selection for feature selection;

Module 2: Data Warehouse and OLAP Technology for Data Mining

Data warehouses and its Characteristics - Data warehouse Architecture

and its Components

Data Warehouse and DBMS, Data marts, Metadata Extraction -
Transformation — Loading in DW,

Multidimensional model
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Schemas for Multidimensional Database: Stars, Snowflakes Fact

constellations

Design Data Warehouse for problems in different domains

OLAP Cube - OLAP Operations

OLAP Server Architecture - Data Warehouse Implementation

Module 3: Association Rule Mining

Mining Frequent Patterns, Associations and Correlations

Mining Various Kinds of Association Rules — Correlation Analysis —

Constraint Based Association Mining

Multilevel Association Rules frem transaction databases — Multi
dimension AssociationRutesfrom;Relatiandl"Database and Data

Warehouses

Frequent Item.Set Generation, Apriori Algorithm, ApriQsi Algdrithm-

illustration with-example

Methodsto imprave Apriori, FR#&rolvtisAlgorithm

FP Growth Algorithm- illustrationpwithexaniple, Compact

Represegntation of Frequent Item set

Pattern Evaluation Methods;. AssociatignsAnalysis to Correlation
Analysis, Lift

Module 4: Glassification andPrediction

Classification Techiniques, Decision - Tree --PeCisiofrtree Construction

Measures for Selecting thie Best Split

Decision tree Induction - ilTustratiop’with.example

Algorithm for Decision tree Induction - CART

Bayesian Belief Networks

Bayesian Belief Networks- Training

K-Nearest neighbor classification, Accuracy and Error measures

Multiclass Classification, Semi-Supervised Classification

Active Learning, Transfer Learning

Fuzzy Set Approaches for Classification

Rough Set Approaches
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Ensemble methods. Improving classification accuracy of class

imbalanced data

Module 5: Cluster Analysis

Desired features of cluster Analysis, Types of data in cluster analysis,

Categorization of Major Clustering Methods, Density-Based Methods,

Semi supervised clustering, Clustering High Dimensional Data,

Constraint Based Cluster Analysis,

GA based clustering

Probabilistic Model Based Clustering

Quality and validity offclUster_analysis imethods, |Outlier Analysis-

Statistical Approgches; Proximity-Based-Approachgs

Multimedia Data Mining

Text Mining

Graph Mining and Social Netwaork Analytics

Geospatial Data'Mining, Temporal iining
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24SJ1ECS002 CLOUD COMPUTING PROGRAM

CATEGORY CREDIT

ELECTIVE1

Preamble: Study of cloud computing is an essential to understand the overall concepts of

virtual

ization and virtual machines This course helps to gain expertise in server, network,

storage virtualization, deploy practical virtualization solutions, enterprise solutions etc. They
will be able to set up a private cloud by understand the security issues in the grid and the cloud
environment.

Cour

se Outcomes:After the completion of the course the student will be able to

CO1

Employ the concepts of starage wirtualization,. network virtualization and its
management. (Gognitive-Knowtedge Level=Apply)

CO2

Apply the conceptsf Virtualization. in the cloud cemputing. (Cognitive Knowledge
Level: Apply)

CO3

Apply domainiknowledge in architecture, infrastructure ‘and delivery models of cloud
computing intdesigning and. develgping cloud applications. (Cegnitive Knowledge
Level: Apply)

Developservices using Gloud computing, (Cognitive Knowjledgedievel: Apply)

Analyseand-. choose security modelS appropriateto | the “cloud environment.
(Cognitive Knowledge Level:"Analyse)

Design, develop and implement-clou@ based applications: (Cognitive Knowledge
Level: Create)

Program Outcomes (P©)

Outcomes are the attributes that are to be demonstratet by a graduate after completing the

course

PO1:

An ability to independently carry out research/investigation and developmentwork in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex

engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of

the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world

problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4 PO 5
CO1 (=

CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%-80%
Analyse 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE Duration
Marks

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

I. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii.Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
Course based task/test paper questions shall be useful in the testing of knowledge, skills,

comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examinatign Wilibe conducted-by the respective €ollege.

There will be two parts; Part A'and Part B.

Part A will contain-5 numerical/short answer questions with 1 guestion from each module,
having 5 marks foreach guestion. Students should answer all questions. ‘RPart B will contain 7
questions (such quiestions shall besuseful in the testing of overall achievement and maturity of
the students in a course, through long answer questions relatingto “theoretical/practical
knowledge, derivations, greblem solving*and quantitative evaltation),“with minimum one
question from each medule-of'which student should answer amy-five. Each question can carry
7 marks

Total duration of the examinationwilt be 150 minutas.

Note: The marks obtained for the*ESE Tor an‘elective course shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example, if the average end semester mark % for a core course is 40, then the maximum

eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1. A project for 2 months requires 1000TB of memory during the development
phase. Predict the cloud service that can be used and list the advantages.
Illustrate different types of hypervisors with examples. Also enlist the
advantages and disadvantages of each.
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Course Outcome 2 (CO2):

1. Virtualization can be applied into different levels, "ranging from hardware to
application™. Comment your opinion with explanation.

An American e-commerce web site "Nordstrom™ was experiencing a high
increase in their customers before New Year. What type of resource provisioning can
be done here? Explain.

In a virtual environment, guest OS cannot directly access Host machine
memory. How can this be achieved.

Course Outcome 3(CO3):

1. How hybrid cloud helps in the gkowth oftyoug-husiness.

2. Your company runS a wvirtwalized web lapplication server in-house. You
decide to make ghe-wep applications-avallable over the Internet through a cloud
provider. Which methed is-the quickest way to aeccomplish-this?

If 2 teams, Trom US ad Indid are-collabaratively,Aworking on a project,
discuss a meaps by which they can access.data. Explain‘'with 2'examples.

imagiie you are conduetidg pArs, Festival off,your cellege. Explain the
different steps that you will take.to makethe ewent successfulkdsing cloud.

Course Outcome 4(C0O4):

1. Write the! steps_te configure. 'Hadeop  Meap' Reduce jeavirgament in Linux for
developing a Map-Reduce program.

. Write a word Geunt,Map Reduce program In Java.

Identify the.storage system used, y Googlé Earth software. Explain how to
locate a data in such a data store.
Identify the cloud service model uSed'in Netffix. Justify your answer.

Course Outcome 5 (CO5):

1. A company XYZ wishes to lease resources in the cloud. List and explain
security issues that must be discussed with Technology Analyst to ensure secure cloud
usage.

Identify the cloud service offered by Gmail & Google drive and explain
key features of each service?
Why it is harder to establish security in the cloud?

Course Outcome 6 (CO6):

1. Design, develop and implement an efficient cloud based parallel programming model to
count distinct place names in kerala.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES:2

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS002
Course Name: CLOUD COMPUTING
Max. Marks : 60 Duration: 2.5 Hours
PARTA
Answer AH QuestionssEach Question Carrigs 5 Marks

Sketch the core the'differences between-atraditional computersind.a virtual
machine.

Explain your understanding about vistualization..\\iaat'is the role of VMIM in
virtualization?

Illustrate PaaS-modgl for cloud computing.

Summarize thegConcept of Map Reduce? Explainihelogical data flovww.of Map
Reduce functionusing suitable example:

illustrate the majog security.challenges.in clouds?
Part B

(Answer any five questiens. Each questian carries 7 marks)

How Memory virtualization is implentented? Provide necessary examples and
diagrams wherever necessary

Investigate the functional modules of Google App Engine?

Sketch the core idea about virtualization. What is the role of VMM in
virtualization?
Is it harder to establish security in the cloud? Justify

With a neat diagram explain the Generic Cloud architecture and components.

With neat diagram explain your understanding Security Architecture Design in
cloud.

Demonstrate Private Cloud Design using Open Nebula.

Page 62 of 335



Syllabus

Module 1: Virtualization

Basics of Virtual Machines - Process Virtual Machines — System Virtual Machines —
Emulation — Interpretation — Binary Translation - Taxonomy of Virtual Machines.
Virtualization —Management — Hardware Maximization — Architectures — Virtualization
Management — Storage Virtualization — Network Virtualization

Module 2: Virtualization Infrastructure

Comprehensive Analysis — Resource Pool — Testing Environment —Server Virtualization —
Virtual Workloads — Provision -Virtual Machines — Desktop Virtualization — Application
Virtualization - Implementation levels of wirtualization — virtualization structure —
virtualization of CPU-Memory.and 1/0 dewiees — virtual glusters and Resource Management
— Virtualization for data centre automation:

Module 3: Cloud Platform Architecture

Understanding cloud eomputing-Cloud Computing — History of Cloud Computing-
Advantages and Disadvantages of Cloug Computing- Cloud ‘deployment models-public-
private- hybrid-. Categories of cloud computing-Everything as a: service-Infrastructure-
platform-software- A" Generic Cloud Architecture Design — Layered cloud Architectural
Development - Virtgalization Suppertgand Bisaster; Recovery — Architectural Design
Challenges - Public Clteud Platforms SGAE-AWS — Inter-cloud Reseurce+ylanagement

Module 4: Programming Mode

Introduction to Hadoop Framewerk — Map Reduce-input splititng-map and reduce functions-
specifying input and output parameters-configuring-and yunning a job —Developing Map
Reduce Applications - Design“ef Hadoop file system —Setting tip Hadoop Cluster - Cloud
Software Environments —Eucalyptus:©Open Nebula-Oper-Stack-Nimbus

Module 5: Cloud Security

Cloud Infrastructure security- network, host and application level — aspects of data security-
provider data and its security-ldentity and access management architecture-1AM practices in
the cloud-SaaS-PaaS-1aaS availability in the cloud - Key privacy issues in the cloud —Cloud
Security and Trust Management
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Course Plan

No

Topic

No. of
Lectures
(40 Hours)

Module 1: Virtualization

8

Basics of Virtual Machines

Process Virtual Machines, System Virtual Machines

Emulation, Interpretation

Binary Translation

Taxonomy of Virtual Machines

Virtualization —Management,*HardwaresMaximization

Architectures, Virtualization Management

Storage VirtuakizationyNetwork Viktualization

Module 2: Virtuatization Infrastructure

Comprehensive Analysis, Resouige Rool

Testing Enviroament, Server Virtualization

Virtual Workloads

Provision, \irtual Machines

Desktop Virtualization, Application\rtbatization

Implementatiop levéls of wirtualization, virtualization stcteture;

virtualization of CPU

1
1
1
1
1
1
1
1
8
1
1
1
1
1
1

Memory and 1/O devices

virtual clusters and Resource Mandgement,"Virtualization for data centre

automation

Module 3: Cloud Platform Architecture

Understanding cloud computing-Cloud Computing — History of Cloud

Computing- Advantages and Disadvantages of Cloud Computing

Cloud deployment models, Public-private- hybrid, Categories of cloud

computing

Everything as a service, Infrastructure

Platform, Software

A Generic Cloud Architecture Design, Layered cloud Architectural
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Development

[ —

3.6 | Virtualization Support and Disaster Recovery, Architectural Design
Challenges
3.7 | Public Cloud Platforms

3.8 | GAE, AWS

3.9 | Inter-cloud Resource Management

4 Module 4: Programming Mode

4.1 | Introduction to Hadoop Framework, Map Reduce

4.2 | Inputsplitting

4.3 | map and reduce functions, specifying input and output parameters

4.4 | configuring and running a job, Develgping Map,Reduce Applications

4.5 | Design of Hadoop file system;-Seiting up Hadoop,Cluster

4.6 | Cloud Software Environments; Eucalyptus
4.7 | Open Nebula, Open.Stack

4.8 | Nimbus

5 Module 5: Cloud Security

5.1 | Cloud Infrastructure security

5.2 | network, host and application level

5.3 | aspects of data seCurity, provider, Hata'angrts*Security

5.4 | Identity and acgess.management architécture
55 | IAM practices n-the cloud

5.6 | SaaS, PaaS, laaS availabilityfin the g¢loud

I I ) B s T N N o O Y S B S R S S R BT o< ] I SN

5.7 | Key privacy issues in the cloud, CloudSecurity ang-=Trust Management
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. Greg Schulz, “Cloud and Virtual Data Storage Networking”, Auerbach Publications

[ISBN: 978-1439851739], 2011.

. Michael Miller, Cloud Computing: Web-Based Applications That Change the Way You
Work and Collaborate Online, Que Publishing, August 2008.

. GauthamShroff, “Enterprise Cloud Computing: Technology, Architecture, Applications”,
Cambridge press, 2010.

. EMC, “Information Storage and Management” Wiley; 2 edition [ISBN: 978-
0470294215],2012.

. Kai Hwang , Geoffrey C Fox, Jack J Dongarra : “Distributed and Cloud Computing —

From Parallel Processing to the Internet of Things” , Morgan Kaufmann Publishers —
2012.
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CATEGORY CREDIT

24SJ1ECS003 WEB SERVICES PROGRAM
ELECTIVE1

3

Preamble: This course provides an understanding of the purpose of using web services in
web development. The topics covered in this course are the basic concepts and types of web
services, server side and client-side web services and an introduction to development of
dynamic web pages. The learners will be able to develop a web based service application.

Course Outcomes: After the completion of the course the student will be able to

CO1 | lllustrate the need of webh services. in developing applications. (Cognitive
Knowledge Level: Understand)

CO 2 | Make use of Serversside~ahd Client-side ,REST#ut web services. (Cognitive
Knowledge Level: Analyze)

CO 3 | Analyze how web-services can be published in standalene web servers. (Cognitive
Knowledge Level* Analyze)

CO 4 | Employ technigues on creating.dynamic web pages. (Cogritive Knowledge Level:

Apply)

CO 5 | Utilize emerging technologies immwebmservices. (Cognitive Kwowledge Level:
Apply)

CO 6 | Design, Davelop, Implementsand Present inmgvative ideas.on modern web services
concepts and teéehniques. (Cogmitive ldnowledge Level: Create)

Program Outcomes (PO)

Outcomes are the attributes_that.are to-bgidemenstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4 PO5
co1 (7)) (7))
CO?2
CcCO3 7 %3
Co4 . <

CO5 3
CO6 : <

Assessment Pattern

Bloom’s Category EndSemester Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

Page 67 of 335



i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

Ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will bé ganducted by the'respeetiveéiCollege.

There will be two parts; Part Aand-Part B.

Part A will contain/ numerigal/short answer qUestions with=l guestion from each module,

having 5 marks for each guestion. Students.should.answer all quéstions. Part B will contain 7
questions (such questions shall be useful tn“the testing gf overall achievement and maturity of
the students in a~tourse, through long “answer-questions relating.to theoretical/practical
knowledge, derivations, problem solving and guantitative evaluation),~with minimum one
question from each modtile'of which student'should answer any five. ‘Each question can carry
7 marks

Total duration of the examination. will be 150 minutes.

Note: The marks obtained for the ESE for.an electiveourse shat not exceed 20% over the
average ESE mark % for the core.courses. ESE-marks awarded to a student for each elective
course shall be normalized accordingly.

For example if the average end semester mark % for a core course is 40, then the maximum

eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1. lllustrate how HTTP requests and responses are handled.

2. Discuss the different types of Web services

3. Identify the commonly used HTTP methods in REST Architecture

4. Explain the advantages of Service Oriented Architecture
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Course Outcome 2 (CO2):
1. Explain RESTful web services.
2. Examine the purpose of Client-Side and Server side API

3. Elaborate on the advanced features of Client API.

Course Outcome 3(CO3):

1. Explain the need for JSON

2. lllustrate the steps for publishing JAX-RS Resources to Apache Tomcat.

Course Outcome 4 (CO4):

1. How can we interpret the arghitectune off SOAP hased service?

2. Demonstrate how the WSDLIdoetument, can-be put to-good-use-ia-writing a Java client
against the RandService. ‘

3. Implement dynamic.content on web page using,Web method m ferm of JSON object.

Course Outcome 5(CO5):
1. Demonstrate dynamicwebpages using React.js and Angular.js

2. Use ReactJS tobuild-a simple search™filter functionality to display-a filtered list based on
the search query-entered by the user.

Course Outcome 6(CO6):

1. Develop a Ul based applicatienandiergate client/server side web services to perform
relevant tasks related to project reqUiremepts.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS003
Course Name: WEB SERVICES
Max. Marks : 60 Duration: 2.5 Hours
PARTA

Answer A QuestionssEach Question Carrigs 5 Marks

Examine the possiblg teasons for the chaice of Web services overMVeb
applications.

Why are HTTP_servlets a convenignt\wayfofimplementing RESTfUl wel
services?

Explain how a basie'client request Can, beseraeated using the Client-API
Describe the archiiectureiof a SOAP based'\Web.Service.
Discuss the facts fiow React'is different from Angular.
PartB
(Answer any five questions. Each questign carries 7 marks)

How are SOAP and RESTful Web servicesarchitecturally different from each
other?

Illustrate the process of publishing JAX-RS resources with Tomcat.

‘JSONP brings an event-driven API to client-side processing’- Justify the
statement using examples.

Explain how a documents client service REST Client can be created from the
DOCS DWADL.

Describe the structure of a WSDL document with example.

Analyse the purpose of render in React. How would you prevent unnecessary
component re-render in ReactJS?
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12 Demonstrate with examples, the two approaches that AngularJS takes, to
build forms.

Syllabus

Module 1: Introduction to Web Services

Web Services Standards Organizations, Service oriented architecture, Advantages of web
services over distributed object architecture, SOAP-based web services, RESTful web
services.

Review of HTTP requests and responses- HTTP as an APIl, A RESTful example, Use of
Servlets for RESTTul Web Services.

Module 2: RESTful Web Services:-Ihe Service Side
A RESTful service as an'HttpSérvlet, Implementation detajls’

A RESTful Web Service"as a JAX-RS Resource- JAX-RS, Web: Service Using Jersey,
Publishing JAX-RS Resources with a Java Application, Publishing JAX-RS Resources with
Tomcat, JAX-RS Generation of XML#and JSON "Responses, Partingithe Predictions Web
Service to JAX-RS.

A RESTful Web:Service as Restlet Resourees.
GraphQL- Introdyctionto GraphQL, GraphQLEArghitecture, Basic Queries.

Module 3: RESTfulWeb'Services: The Client Side- A Perl Client Against a Java RESTful
Web Service

RESTful Clients and WARL Documents= The JAX-RS Client API, JSON for JavaScript
Clients- JSONP and Web Services,

Module 4: SOAP-Based Web Services- Introduction and Evolution of SOAP, Architecture
of a typical SOAP-based service, Publishing a SOAP-Based Service with a Standalone Web
Server

RandService- JavaClient Against the RandService, C# Client Against the RandService, A
Perl Client Against the RandService. WSDL — WSDL document structure.

Module 5: Introduction to React.js, Node.js and Angular.js

Introduction to React and Node-Basic Concepts and Applications, Rendering Elements and
Components, Comparison and Purpose of Node.js and React.js, Angular JS Basics-Modules,
Creating Components, Directives, Filters, Angular Forms-Services, Single page application
and Multipage application, Use case of a real-time single page chat application.
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Course Plan

No. of
Topic Lectures

(40 Hours)
Module 1: Introduction to Web Services 8

Introduction to web services- Web Services Standards Organizations, 1

Service oriented architecture

Advantages of web services over distributed object architecture

SOAP-bhased web services

RESTful web services

Review of HTTP requests and responsgs

HTTP as an API

A RESTful example

Use of Servlets<0r,RESTful Weh.Services

Module2: RESTful Web Serviceg: T hgyService Side

A RESTful sérvice as an HttpServiet; |mplementation detalls
A RESHul Web Service as @ JAX-RS Resource
JAX-RS WebiSeryice Using Jersey

Publishing JAX-RS'Resources with'a Java Application

Publishing JAX-RS Resources With Tomcat

JAX-RS Generatign of XM and JSON"Respomses

Porting the Predictions Web Service to.JAX-RS

GraphQL- Introduction to GraphQT, GraphQL Architecture, Basic

e . T Y Y e B e B e B e e < e B e B e N S

Queries

Module 3: RESTful Web Services: The Client Side

A Perl Client Against a Java RESTful Web Service (Lecture 1)
A Perl Client Against a Java RESTful Web Service (Lecture 2)
RESTful Clients and WADL Documents (Lecture 1)

RESTful Clients and WADL Documents (Lecture 2)

The JAX-RS Client API

JSON for JavaScript Clients

JSONP and Web Services (Lecture 1)

I I e I T )
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JSONP and Web Services (Lecture 2)

Module 4: SOAP-Based Web Services

Introduction and Evolution of SOAP

Architecture of a typical SOAP-based service

Publishing a SOAP-Based Service with a Standalone Web Server
(Lecture 1)

Publishing a SOAP-Based Service with a Standalone Web Server
(Lecture 2)

RandService- JavaClient Against the RandService

C# Client Against the RandServige

A Perl Client Against thé RandServiee

WSDL — WSDL document structure

Module 5: Introduction-to Reactys, Node.js and Angular.js

Introduction t@ React’and Node, Basic Concepts and Applicatiohs

Rendering Elements and Components

Comparison and Purpose of Node.jsrand React.]s

Angular IS Bd&sics-Modules

Creating Componehts, Directivesgkilters

Angular Forms-Services

Single page application and Multipage application

R e e e I e I Y I Y I Y Ao - IS B S (R SEN) R SN

Use case of a real-time sihgle page-chatapphication.

References
1. Martin Kalin, Java Web Services: Up and Running, Second Edition, O’Reilly, 2013
2. Robin Wieruch, The Road to Learn React, https://www.roadtoreact.com, 2022 Edition

3. Andrew Grantt, Beginning Angular JS, Apress, 2014

4. Vipul A M and Prathamesh Sonpatki, React]S by Example - Building Modern Web

Applications with React, PACKT Publishing, 2016

5. Node.js Web Development: Server-side web development made easy with Node 14 using
practical examples, 5th Edition, PACKT Publishing, 2020

6. Alex Banks, Eve Porcello, Learning GraphQL, O'Reilly Media, 2018
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CATEGORY CREDIT

COMPUTATIONAL PROGRAM

INTELLIGENCE ELECTIVE 1 3

24SJ1ECS004

Preamble: The aim of this course is to provide the students with the knowledge and skills
required to design and implement effective and efficient Computational Intelligence solutions
to problems for which a direct solution is impractical or unknown. This course covers concepts
of fuzzy logic, genetic algorithms, and swarm optimization techniques. The learners will be
able to provide Fuzzy and Al —based solutions to real world problems.

Course Outcomes: After the completion of the course the student will be able to

CO1 | Apply fuzzy logic tg--handle uneertainty_andijsolve engineering problems. (
Cognitive KnowledgeiLevek SApply)

CO 2 | Apply Fuzzy Logic-Anference metheds in building.intelligent machines. ( Cognitive
Knowledge Level : Apply)

Design genetie' algorithms for_eptimized-solutions m{engingering problems. (
Cognitive Knowledge Level :"Analyze)

Analyze the<problem scemariossa@andsapplysAnt colonyTsystem to solve real
optimization-problems. ( CognitivesKnewiledge Level : Analyze)

Apply PSO atgorithm to solve'real world problems. ( Cognitive Knowledge Level :
Apply)

Design, develop=and implement-solutions based en=computational intelligence
concepts and technidques, ( Cogaitive'Knowledge L-€vel.t Greate)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and developmentwork in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4 PO5
co1 (7))
CO?2
CcCO3
CO 4
CO5 ¥
CO6 * €

-
‘4
o

Fd)
-
——

Assessment Pattern

Bloom’s Category EndSemester Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks
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i Preparing a review
article based on peer reviewed original publications (minimum 10 publications shall be
referred) : 15 marks
ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skKills,
comprehension, application, analysis, synthesis, evaluation and understanding of the students.

End Semester Examination Pattern:

The end semester examinatiga=wilhe conducted by the respegtive College.

There will be two parts; Parti/A and-Part B.

Part A will contain 5:numerical/short answer questidns with 1 question-fram each module, having 5

marks for each question. Students should answer all questions. Part B will.gontain 7 questions (such
questions shall be.usefut’in the testing of overall'aehievement and maturity of the students in a
course, through long answer questions'relating to-theoretical/practical knowledge, derivations,
problem solving and quantitative evaluation), with- minimum one guestion from each module
of which student stfould-answer any five."Eachugquestion-can carry 7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained fer therESE for an elective course shall not exceed 20% over the average
ESE mark % for the core courses. ESE, marks awarded to asstudent.for.each elective course shall be
normalized accordingly.

For example if the average end semester mark-% for ‘a-eore course is 40, then the maximum eligible

mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1. LetV ={A B, C, D} be the set of four kinds of vitamins, F = {f1, f, f3} be three kinds of
fruits containing the vitamins to various extents, and D = {d1, d2, ds} be the set of three
diseases that are caused by deficiency of these vitamins. Vitamin contents of the fruits are
expressed with the help of the fuzzy relation R over F x V, and the extent of which
diseases are caused the deficiency of these vitamins is given by the fuzzy relation S over V

x D. Relations R and S are given below
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R=1[0502 0207 0404 010.10403080.1]S
= [0.30.50.10.8 0.70.4 0.90.10.50.5 0.20.3 ]

Find the correlation between the amount of certain fruit that should be taken while suffering

from a disease.
Course Outcome 2 (CO2):

In mechanics, the energy of a moving body is called kinetic energy. Suppose we model
mass and velocity as inputs to a moving body and energy as output. Observe the system
for a while and the following rule is deduced.

IF x is small and vy is high
THEN z is medium

The graphical representatron’ of rule is givenbelow. Letsthelinputs given are 0.35kg and
55m/s. What will the-ougput using Mamdani-inference? Any defuzzification method can be

used to obtain the crisp single outpu
Course Outcome 3(CO3):

1. Describe how Roulétte wheel is-used ‘for selection. Draw,the- Roulette wheel for six
chromosomes corrgsponding to the table given below.

Ehromosome # Fitness

1 10

2 5]

25

15

30

20

Course Outcome 4 (CO4):
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1. Consider an Ant Colony System based on Ant Quantity model for solving the following
Travelling Salesman Problem. Compute the pheromone content at each of the edges after
4 steps(1 iteration). Assume pheromone decay factor p=0.1, Q = 120. Assume initial
pheromone of 50 units at each of the edges and that three ants k1,k2 and k3 follow the
paths given below in the first iteration.

kl=abcda;k2=achda; k3=adcba

2. Six jobs go first-on«machine A, then gn maehige-B, and finally:on machine C. The order

of the completion of the jobs in thegthree®machinesgis'given in Table

Proeessing time(hr)

Machine Al Machine B | Machine C

Find the sequence of jobs that minimizes the time required to complete the jobs using the
ACS model.
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Course Outcome 5 (CO5):

1. Consider a particle swarm optimization system composed of three particles and maximum
velocity 10. Assume that both the random numbers rl1 and r2 used for computing the
movement of the particle towards the individual best position and social best position are
0.5. Also assume that the space of solutions is the two dimensional real valued space and
the current state of swarm is as follows:

Position of particles: x1=(4,4); x2=(8,3); x3=(6,7)
Individual best positions : x1* = (4,4); x2* =(7,3); x3* =(5,6)
Velocities: vl = (2,2); v2 =43,3); v3 ={44)

What would be the next'pesition 6f each-particle after one iteration of the PSO algorithm

if the inertia parameter @ thatss used along with currentsyelecity update formula is 0.8 ?

Course Outcome 6 (€06):

1. Implement travelling salesman problemsising.appropriate optimizationtechnique.
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 5

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS004
Course Name: Computational Intelligence
Max. Marks : 60 Duration: 2.5 Hours
PARTA

Answer AH QuestionssEach Question Carri€s 5 Marks

Consider the set of Calaurs A= {BlueRed, Orange, Yellow, Green}, Attributes B
= {Bright, Warmth, Dullness}, Feelingsi€= f@npleasant, happiness, Angry}.
Given R and Swhere R is the relationshiphetween‘eolours and their attributes
and S is the retationship between celeur-attributes and feelings created. Find the

relationship Q.between 'colours and feelings created

R | Bright Warmth Dullness

Blue 0.8 0.6
Red 0.8 0.8
Orange| 0.5 0.7
Yellow 0.3 0.6

Green 0.8 0.6

S Unpleasant Happiness Angry

Bright 0.2 0.8 0.6
Warmth| 0.4 0.7 0.8

Dullness] 0.8 0.3 0.6

Page 80 of 335



Develop a membership function for “Tall”. Based on that devise membership
function for “Very Tall”. Explain how it is done
Mention the importance of objective (fitness) function in genetic algorithm
Describe how pheromone is updated. What is elitist / elastic ants ? Are they
useful in this scenario?
What is the significance of pbest and gbest particles in solving problems with
particle swarm optimization?

Part B

(Answer any five questions. Each question carries 7 marks)
() Consider the set of frgitss ES= {Apple *=@range, Lemon, Strawberry,
Pineapple}.

Let sweet fruits B:{..ziﬁ OO 0sm 104 % (Al 07 1 and

orange Legfton Strawberryf, Pieapple

- 0.6 08 0.9 0.7 0.5
Sour FrufS F=f—+ = + }

L}
> Orang el cTiaiy |Strav berry | Pineapple

Find Fruits that are Sweet or Sour, Sweet but not Sour’ SWweet.and Sour

Consider two fuzzy Sets given by

0.9 0.3 0.5
P=
{short + medium + tall}

B { 0.7 0.4 0.8 }
N positive  zero negative
Find the fuzzy relation for the Cartesian product of Pand Q i.e, R=P x Q.

Introduce a fuzzy set T given by

e 0.9 0.3 0.6
T= { + e }
short medium tall

and Find T o R using max-min composition
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Consider a Fuzzy Inference System for checking climate comfortability of )

human beings for long time living. The system accepts two inputs —
temperature and humidity. The rules and membership functions of FIS is
given below. Using Mamdani inference and center of sum, calculate output
when the temperature is 50Fahrenheit and humidity is 50%.

Rule 1: IF temperature is cool and humidity is low, THEN climate is

comfortable.

Rule 2: IF temperature is cool and humidity is high, THEN climate is livable

Ve
1

0.8
0.6
0.4
0.2
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The fuzzy sets “Easy Question Paper” and their corresponding “Student
Performance” are given below

0.8 0.2 0.6 0.7
Easy_QP:{ T+7+?+T

0.3 0.4 0.8 09038 0.2 0.6 0.8 0.7
Stud Perf={—+—+—+——+—+—+—+—
- a b c d 1 2 3 4 5

Find the performance of students ¢ and d for the question paper “Somewhat Easy”

07 , 03,05 06
Somewhat_Easy = T + > + 5 + e
Explain any procedure to map aisolutio'to the cegresponding chromosome

and vice versa in geneti¢ algerithms:-Adso,il[UStrate it with an example

Describe two methods_ used to.sefect individuals from a'population for the
mating pool in Gepetic Algorithms

Consider thes] SR.witht the following edge costs. Given thejgvaporation factor
p =0.02 and-initial pheromone at-alledges %=100

2 ’ ‘ Z
d & c
8

What is the cost of best tour?

Using the equation Ti(t+1)=(1-p)Tij(t) + AT;j(t,t+1), compute the T;jof the
edge<a,c> when 10 ants uses the edges <a, ¢>, using the following models:

i. Ant Density Model (Constant Q=10)

ii. Ant Quantity Model(Constant Q=100)

where Q is the constant related to the pheromone updation.

Describe Ant Colony System. What are the different types of Ant systems?
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Consider a particle swarm optimization system composed of three particles
and maximum velocity 10. Assume that both the random numbers rl and r2
used for computing the movement of the particle towards the individual best
position and social best position are 0.5. Also assume that the space of
solutions is the two-dimensional real valued space and the current state of

swarm is as follows:
Position of particles: x1=(4,4); x2=(8,3); x3=(6,7)
Individual best positions: x1* = (4,4); x2* =(7,3); x3* =(5,6)
Velocities: v1 = (22); v2=(3,3); v3=(44)

What would be the next position ef each-particle}after, one iteration of the

PSO algorithm if" the  rertia_parameter o—that-igtused falong with current

velocity update formula is 0.8 ?
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Syllabus

Module 1: Fuzzy Logic

Crisp sets vs fuzzy sets- Operations and properties of Fuzzy sets. Membership functions -
Linguistic variables. Operations on fuzzy sets- Fuzzy laws- Operations on fuzzy relations,

Fuzzy composition- Max- min, Max — product. Alpha-cut representation.
Module 2: Fuzzy Systems

Fuzzy Reasoning — GMP and GMT. Fuzzy Inference System: Defuzzification methods -

Fuzzy Controllers -Mamdani FIS, Larsen Model
Module 3: Genetic Algorithms

Introduction to Genetic Algarithms — Theoretical foundation™.GA encoding, decoding - GA
operations — Elitism — GA*parameters — Conwvergence. Multi*objective Genetic Algorithm —

Pareto Ranking.
Module 4: Ant Colony Systems

Swarm intelligent® sysiems - Background Ant celony systems-— “Biological systems-
Development of ‘the ant, colony system=&- “Working - Pheromone. updating- Types of ant

systems- ACO algorithms.for SP
Module 5: Particle Swarm Optimization

Basic Model - Global Best PSO-_Local Besi-RSO-| Comparison of ‘gbest” to ‘lbest’- PSO
Algorithm Parameters- Problem Formulation of PSO algorithm- Working. Rate of
convergence improvements -Velocity clamping- Inertia weight- Constriction Coefficient-
Boundary Conditions- Guaranteed Convergence PSO- Initialization, Stopping Criteria,

Iteration Terms and Function Evaluation.
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Course Plan

No Topic No. of
Lectures (
40)

Module 1: Fuzzy Logic

Crisp sets vs fuzzy sets, Operations and properties of Fuzzy sets

Membership functions

Linguistic Variables

Operations on fuzzy sets

Fuzzy laws

Operati y relations

Fuzzy C Sifion- Mak= pwn

Fuzzy Compositign,= Max- Product

Alpha-cut represengat

Module 2: Fuzzy Systems

Fuzzy Reasoring — GMP

Fuzzy Reasoning -GMT

Fuzzy Inference!System

Defuzzification methods

Fuzzy Controllers
Mamdani Model

Larsen Model

Module 3: Genetic Algorithms

Introduction to Genetic algorithm

Theoretical foundation

GA encoding - decoding

GA operations

Elitism, GA parameters, Convergence of GA

Multi — objective Genetic Algorithm

Pareto Ranking

Module 4: Ant Colony Systems

I T e I o B B S S I e B Sy B B S B B e B e B e N e T e e

Swarm intelligent systems
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Background

Ant colony systems — biological systems

Development of the ant colony system
Working

Pheromone updating

Types of ant systems
ACO algorithms for TSP

Module 5: Particle Swarm Optimization
Basic Model
Global Best PSO

Local Best PSO, Compariserof ‘gbesti e, [best’

PSO Algorithm Parameters

Problem Formulation
Working

Rate of gonvergemnce improvementss velo ity clamping

Inertia-weight* Constriction/Ceefficient=\Boundary Conditions

S I B T Y B = Y SN I BT B =

Initialization;-Stopping Critéria, lterationsTerms and Function

Evaluation
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CATEGORY CREDIT
AUTOMATED

24SJ1ECS005 PROGRAM
VERIFICATION ELECTIVE 1 3

Preamble: The course presents an algorithmic approach to the development of formal
verification systems. It concentrates on decision procedures for decidable first-order theories
that are useful in the context of automated verification and reasoning, theorem proving,
compiler optimization, and so forth. Since the ability of these techniques to cope with
problems arising in industry depends critically on decision procedures, this is a vibrant and
prospering research subject for many researchers around the world, both in academia and in
industry.

Course Outcomes: After the completion of the'course.the student will be able to

CO 1 | Use the model-thearetic and proof-theoretic approaches towards formal reasoning.
(Cognitive Knowledge Egvel: Apply)

CO 2 | Demonstrate-hoty decision procedures can be developédfor propositional logic using
SAT solvers.andBidary Decision Diggrams. (Cognitive Kinowledge Level: Apply)
CO 3 | Develop.inethods to prove the validity andysatisfiability of formulas using Equality
Logic and Unimterpreted FunctionssCagnitive Knowledge lievel: Apply)

CO 4 | lllustrate dectsion proceduresusing linear arithmetic (Cognitive Knowledge Level:
Analyze)

CO 5 | Design, develop and implement soluiiofiss0ased on the concepts of.automated
verificatipn. (€ognitive KnowledgaitevelCreate)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4 POS5 PO 6

=

Assessment Patiern

Bloom’s Category End SemeéstarnE xamination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE ESE
Marks Duration

100 40 60 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

I. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii. Course based task / Seminar/ Data collection and interpretation : 15 marks

iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examingtiai, Wil be-conducted by the respective College.

There will be two paris; Rart A and Part B.

Part A will contain5 niumerical/short answer quesiions with 1 guestion.from each module,
having 5 marks foreach question. Students.should.answer all questions. Part B will contain 7
questions (such questions shall be Useful in.the testing.of overall achievement and maturity of
the students in a course, through Iong aaswei, questions relating to ‘theoretical/practical
knowledge, derivations, problem solving “angd quantitative evaluation), with minimum one
question from each medule’of which student should answer any five. Each guestion can carry
7 marks

Total duration of the examinationwill be 150 minutes.

Note: The marks obtained for the ESE far an elective cotrse shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example, if the average end semester mark % for a core course is 40, then the maximum

eligible mark % for an elective course is 40+20 = 60 %.
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Course Level Assessment Questions

Course Outcome 1 (CO1):

1. Using Tseitin’s encoding, transform the following formula to Conjunctive Normal Form
(CNF).

@ = —|(X1A(XQV VXH))

Let T; and T, be two theories whose satisfiability problem is decidable and in the same
complexity class. Is the satisfiability problem of a T; formula reducible to a satisfiability
problem of a T, formula? Why?

Course Outcome 2 (CO2):

1. Construct the Binary Decision Diagram-(BB D) fof = (x {3/ —x3)) with the variable
order x;, x,, x5 starting frafm a'decision tree.

. Show a formulationin prepesitional legiciof the following problem: given a directed
graph, does it contain-a Hamiltonian cycle?

Course Outcome 3(CO3):

1. Given the formula £ (F (x;) )= FGe YA F{FC)) #aF (x,) Nx, = (xq), reduce its

validity problem te,a validity problem of an equahity logic formulathrough Ackermann’s
reduction and Bryaat’s.reduction.
2. Prove the following-Lemma.

Lemma: If a domain'B _is.adequate for @(e)and e* e, therl P:iS adequate for @(e).

Course Outcome 4 (CO4):

1. Find the worst case run time of the general simplex algorithm if applied to a conjunction
of difference logic constraints.
2. Prove that the feasibility problem for integer linear programming is NP-hard.

Course Outcome 5 (CO5):

1. Develop a SAT solver that verifies a compilation process with Translation Validation.
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Model Question paper

First Semester M. Tech. Degree Examination, Month, Year

24SJ1ECS005 — Automated Verification

Time: 2.5 Hours Max. Marks: 60
Part A
(Answer all questions. Each question carries 5 marks) 5x5 = 25 Marks

1.xUse Tekitith gcoding to convert the formula to Conjunctive
Normal Form (CNF).
2. Consider a formula that containg'the folfowing set of clauses.

Cir= 1608 KM oy )

C-z = [:_|xl V Xg W Ji:_l.')

C3 = (=X V X4)

£, @ 5%, ),
Csoms (g XV 20 ),
Gg— 0z V' x5,
C7 = (Vv —x3),
Cg =(xe- V" 2xs5)

a. Draw a partial implication graph for deeision level 6, after a decision x; = 1.
b. Draw a partial implication'graph afterllearning a conflict clause
Co = (x5 V —x1) and backtracking to level 3.

3. Prove the equivalence between the following two programs by replacing the
multiplications with uninterrupted functions.

int power3 (int in) {

. ) power3_new(int in) {
int 1, out_a;

, out_b;
out_a = 1in;

for (1 = 0; 1 < 2; 1i++) out_b = (in * in) * in;

I
out_a = out_a * 1in;

t t b-
return out_a; } return out_b; }

4. Give the algorithm to convert a formula in Equality Logic to an equisatisfiable
formula in Propositional Logic.

5. Consider the following system of constraints.

Page 92 of 335



Ty —T3
I —I3
—I +.l'2 +2.I'3

—I3

VAN VAR VARRVAN

Use Fourier-Motzkin variable elimination method to check whether the system is
satisfiable or not.

Part B

(Answer any 5 questions. Each question carries 7 marks) 5x7 = 35 Marks

a. Let Trand T2 be two theories whose satisfiability problem is decidable and in
the same complexity clags=ls theSatisfiability problem in a T1 formula
reducible to a satisfiabiity pfoblem m=> farmula? Why?

b. Let T1 T2 be.twoitheorigsiwhose satistiabikity problems are reducible to one
another. Are théy . the same complexity.class? Why?

Explain any threg'deeision heuristics usedin SAT solverst
Given BDDsfor8,=(x; < x,)andB’ = —x,, compttéihe'BDD for B v B’
Illustrate hew uninterpreted functions.can be used for veritying a compilation process
with translation validation.

10. Give the algorithm to simplifyan equality logie formula. Illustrate with an example.

11. Use general simplex method texeheekssatisfiability of the following set of constraints:
e =/

2;; I e O/
-2y 1 .
12. A 0-1 integer Jinear system is an integef linear system-fn-which all variables are
constrained to*be-eitherQ.or.1. Show how a0-1 integer Jinear system can be translated
to a Boolean formula. Whatss the"cemplexity ofthe'translation?
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Syllabus

Module 1: Introduction and Basic Concepts

Two approaches to Formal Reasoning, Basic Definitions, Normal forms and their properties,
The theoretical point of view, Expressiveness vs. Decidability, Boolean structure in Decision
Problems.

Module 2 : Decision Procedures for Propositional Logic
Propositional Logic, SAT Solvers, Binary Decision Diagrams
Module 3 : Equality Logic and Uninterpreted Functions

Introduction, Uninterpreted Functions, Frem Uninterpreted Functions to Equality Logic,
Functional Consistency is not enough, Two examples-of the use of Uninterpreted Functions.

Module 4 : Decision Prgcedureés for. =quality Cogie.andUnintérpreted Functions

Congruence Closure; Basic Concepts, Simplificdtion of the formuda, A*Graph-Based
Reduction to Propositiofal L'ogic, Equalities and Small Domain‘nstantiations, Ackermann’s
vs. Bryant’s Reduction.

Module 5 : Linear Arithmetic

Introduction, The-Simpliex Algorithm, The Branch-and Bound Method,-Fourier-Motzkin
Variable Eliminatieh, T.he,Omega TestyRréprogessing. Difference’l ogic.

Course Plan

No Topic No. of
Lectures
(40 hrs)

Module 1: Introduction and Basic Concepts 6

Two approaches to formal reasoning — Proof by deduction, Proof by 1

enumeration, Deduction and enumeration

Basic definitions

Normal forms and their properties (Lecture 1)

Normal forms and their properties (Lecture 1)

The theoretical point of view

Expressiveness vs. Decidability, Boolean structure in decision problems

Module 2: Decision Procedures for Propositional Logic

Propositional Logic — Introduction
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SAT solvers — Introduction, The Davis-Putnam-Loveland-Logemann
(DPLL) framework

Boolean Constraints Propagation (BCP) and Implication Graph

Conflict Clauses and Resolution

Decision Heuristics

The Resolution Graph and the Unsatisfiable Core

Binary Decision Diagrams (Lecture 1)

Binary Decision Diagrams (Lecture 2)

Module 3: Equality Logic and Uninterpreted Functions

Introduction — Complexity and Expressiveness, Boolean Variables,

Removing the Constraints

L N = RS I S (R S B S

Uninterpreted Functions— How-they areused

Proving equivalence.ofprograms

From UninterpretedsFunctions to Equality Logic — Ackermannis

Reduction

From Uninterpreted FunctionSto Equealityal ogic - Bryant’s Reduction

Functional Cansistency is notienough

Two examples,afithe use of Uninterpratéd Functions — Proviig
equivalenee-af eircuits, Verifying-a.compilation process' wkh Translation
Validation

Module 4: Decisigh Procedures-for Equality L ogic and Uninterpreted

Functions

Deciding a conjunction of Equalitiesand*ninterpreted Functions with

Congruence Closure

Basic Concepts

Simplifications of the formula

A Graph-Based Reduction to Propositional Logic

Equalities and Small-Domain Instantiations — Some Simple Bounds,

Graph-Based Domain Allocation

The Domain Allocation Algorithm

A Proof of Soundness

Ackermann’s vs. Bryant’s Reduction: Where does it matter?

Module 5: Linear Arithmetic
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Basic Definitions, Solvers for Linear Arithmetic

The Simplex Algorithm — The basics

Simplex with Upper and Lower Bounds, Incremental Problems
The Branch and Bound Method
Cutting-Planes

Fourier-Motzkin Variable Elimination
The Omega Test (Lecture 1)
The Omega Test (Lecture 2)
The Omega Test (Lecture 3)

Preprocessing

N e e T s O e = O Y (= A S (RS S SN

Difference Logic
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CATEGORY CREDIT
24SJ1ECS006 ADVANCED COMPUTER NETWORKS | prOGRAM
ELECTIVE 2

Preamble: This course enables the learners to get a good grasp of emerging technologies in the
field of computer networks. The syllabus dwells at length on wireless networking, as well as
solutions for problems faced while efficiently routing data. Newer networking applications and
protocols particularly in multimedia are introduced. The learners are given a glimpse of recent
trends in networking like software defined networking. The course enables the learners to analyze
network protocols and develop network based applications.

Course Outcomes: After the completidn of the toutsesthe student will be able to

co1 Examine the problem of scalability for routing and also identify the challenges in mobile
and multicast routing.j{€ognitive knowledge Level: Analyze)

Choose the techniguethat provides the.Quality-of-Service,needsof a particular application.

(Cognitive knowledge Level: Apply)

Survey various wired and wireless networking teghnologies including wireless cellular
technologies. (Cognitive knowledge Level: Analyze)

Classify the multimedia applications in the Internet and compile-the Various protocols
handling theseapplications. (Cognitive knowledge Level: Analyze)

Describe examples:of current networkingtrends and idegntify the technological gaps. (
Cognitive knowledge Level: Evaluate)

Program Outcomes (PO}

Outcomes are the attributes that are to be.demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and developmentwork in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world problems
by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-ofthe-art
tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4 PO5 PO 6

7/

Assessment Pattern

Bloom’s Category End Semester,Examination

Apply 70%-80%

Analyze 30%-40%

Evaluate

Create

Mark distribution

Total Marks | CIE ESE Duration

2.5 hours
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Continuous Internal Evaluation Pattern:
Evaluation shall only be based on application, analysis or design based questions (for both internal
and end semester examinations).

Continuous Internal Evaluation: 40 marks

I. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred)  : 15 marks

ii Course based task / Seminar/ Data collection and interpretation :15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syliabus.

Course based task/test paper.guestions shall be useful in the.testing of knowledge, skills,
comprehension, application, analysis; synthesis, evaluation.and understanding of the students.

End Semester Examination Pattern:

The end semester examination will be conducted. by.the respective College.
There will be two| parts;-Part A and PartBs

Part A will contain 5 numerical/short answer questions with 1 question from each module, having 5
marks for each question. Students should answer all questions. Part Bawill.contain 7 questions (such
questions shall be usefulinithe'testing of overalliachievement and maturity of the studentsin a
course, through long answer questions relating to theoretical/practical knewledge, derivations,
problem solving and quantitative evaluation), with minimum one.question from each module of
which student should answer.any-fiverEach question can carry 7 marks

Total duration of the examination will be-150 minutes.

Note: The marks obtained for the ESE for an el&ctive course shall not exceed 20% over the average
ESE mark % for the core courses. ESE marks awarded to a student for each elective course shall be
normalized accordingly.

For example if the average end semester mark % for a core course is 40, then the maximum eligible
mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):

1. Examine how IPV6 deals with the scalability problem in routing.
2 Distinguish the various approaches in multicast routing.

3. How is the problem of mobility solved in mobile routing?
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Course Outcome 2 (CO2)

1. List the categories of service offered by ISA.
2. Examine the role of MPLS in Internet traffic management.

3. Examine the issues affecting network performance and suggest solutions for the same.

Course Outcome 3(CO3):

1. Choose the network technology that can be used to cover areas that cannot support sufficient
infrastructure.

2. Show the evolution of cellular technologies from 3G to 5G.

3. Compare the media access techniques of Bluetooth and Zigbee.

Course OQutcome 4 (CO4):
1. Categorize the muftimedia‘applications on the Ifternet and briefly-explain their characteristics.
2. lllustrate how real'timeé protocols support.interactive.applicationsiikea/olP.

3. Justify the need+for compressing audi@jand videc befafe sending it avér thednternet.

Course OQutcome 5 (CO5):

1. How do overlay networks introduce hewifunetionality.into the Internet?
2. Point out the concgpt behind software defined networking.

3. A new routing protocol is to ba implemented in the-SDN control plane. Choose the appropriate
layer where it should be‘ipptemented giving reasons for thelsame.
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS006
Course Namei Advanced Computer Networks

Max. Marks : 60 Duration: 2.5 Hours

PART A

Answer All Questions. Each Question Carries 5'Marks

Illustrate with an example how standard TCP canibe enhanced to support mobile users.

Explain the architéctural frameworkifor supporting Quality.of Service'in‘packet
networks.

Examine the role.of core'network in 3G-celldlar data network.

There is one sender and eightreceiversin a real time multimedia communication
system. If the sender is sending muttimedia data at-2-Mbps;how many RTCP packets
can be sent by the sender and-each receiven in a second? Thé system allocates 75
percent of the RTCP bandwidth to the“receivers andj25 pereent to the sender. The
average size of each RTCP packet is 125 bytes.

Define OpenFlow specification used in SDN.

PartB

(Answer any five questions. Each question carries 7 marks)

(@) X, Y, Zarethree Ass. X and Z are connected through Y. X has a peering agreement
with Y and Y with Z. Z moves all traffic from Y but does not forward traffic from X.
Can Z use BGP to implement this policy?

(b) How does PIM solve the scalability problem of existing multicast protocols.
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Derive the hexadecimal form of representation of the following link local multicast
address:

(i)  apermanently-assigned multicast group address of 66

(i)  atransient multicast group address of 316

A foreign network has a foreign agent. Explain if it is possible for two mobile nodes
in the foreign network to use the same care-of address in mobile IP.

Justify the need for Resource Reservation in multicast transmission.

How is VPN implemented using MPLS?

Elaborate on the various elements of 4G LTE network and the interaction between
them.

Calculate the minimum time“required-to;download 2*10° bytes using ADSL modem
with minimum rate:

Sketch the superframe farmatof Zigbee 802:15.4 standard:
Name some applications which use Zigbee standard and justify its tse:
Describe ,H323-architectural modelfarinternetTelephony.

Commeptonthe statement“Distributed Hash Tablesare said to build stfuctured
P2P netwoiks™”:

Explain Data CenteriNetworking.

SyHabus

Module 1: Advanced Internetworking

The Global Internet, Routing Areas, Interdomain Routing -BGP, IP Version 6,
Multicast, Multicast Addresses, Multicast Routing -DVMRP-PIM-MSDP, Routing to a mobile
node, Mobile IP, TCP and Mobility, Mobile TCP

Module 2: Internetwork Quality of Service

QoS Architectural Framework - Integrated Services Architecture — RSVP - Differentiated
Services, Multiprotocol Label Switching- Destination-Based Forwarding - Explicit Routing
Virtual Private Networks and Tunnels, Performance issues in networks, Delay Tolerant
Networking

Module 3: Networking Technologies

Wired: DSL, Cable Networks, SONET, ATM, VLAN, Wireless: Satellite Networks,
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WiMAX.Cellular Networks: Introduction-Wireless links and Network characteristics -CDMA, Cellular
Internet access -An overview of cellular network architecture, 3G cellular data networks, 4G LTE
Cellular networks - LTE Protocol Stacks -LTE Radio Access Network -Additional LTE functions, 5G
Cellular networks, Managing mobility in cellular networks, Wireless and Mobility-Impact on higher
level protocols, Personal Area Networks: Bluetooth, Zigbee

Module 4: Networking Applications

Multimedia in the Internet: Streaming stored audio/video, Streaming live audio/video, Real
time interactive audio/video, Real time Interactive Protocols: RTP- RTCP-SIP-H.323, SCTP
Compression: Audio Compression, Image compression- JPEG, Video Compression- MPEG

Module 5: Current Topics in Networking

Overlay Networks: Routing overlays -Resilient-everlay networks, Peer-Peer Networks — Bit Torrent-
Distributed Hash  Tables, Content-Ristribution networks, Sofiwaie Defined Networks:
Architecture — Control and Data Planes.=—0Open Flow =SDN'Controllers, Network Function
Virtualization, Data Center Networking

Course Plan

No Topic No. of

Lectures

(40 hrs)

Module 1: Advanced Internetworking

The Global Internet, Routing Areas

Inter-domain Routing=BGP

IP Version 6

Multicast, Multicast Addresses

Multicast Routing — DVMRP

PIM, MSDP

Routing to a mobile node, Mobile IP

TCP and Mobility, Mobile TCP

Module 2: Internetwork Quality of Service
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QoS Architectural Framework

Integrated Services Architecture

RSVP - Differentiated Services

Multiprotocol Label Switching,

Virtual Private Networks and Tunnels

Destination-Based Forwarding - Explicit Routing

Performance issues in networks

Delay Tolerant Networking

Module 3: Netwoarking-Techhologies

Wired: DSL,"Cable’Networks, SONET,

ATM, VLAN

Wireless: Satgllite Networks, Wil AX

Cellular Networks: Introductioh-Wirelesslinks and Network“characteristics -

CDMA,

Cellular Internet acéess-An overview of cellularnetwork.architecture, 3G cellular

data networks,

4G LTE Cellular networks - LTE Protocol Stacks -LTE Radio Access Network -

Additional LTE functions

5G Cellular networks

Managing mobility in cellular networks, Wireless and Mobility-Impact on higher

level protocols

Personal Area Networks: Bluetooth, Zigbee

Module 4: Networking Applications
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Multimedia in the Internet: Streaming stored audio/video, Streaming live

audio/video,

Real time interactive audio/video

Real time Interactive Protocols: RTP- RTCP

H-323

SIP, SCTP

Compression: Audio Compression, Image compression- JPEG,

Video Compression- MPEG

Module 5: Current Topics:in Networking

Overlay Networks: Routing overlays

-Resilient overlay networks,

Peer-Paer Networks — BitForrent — Distributed Hash Tables,

Content DiStribution networks

Software Defihed*Networks: Architectuke’— Control and Pata,Planes

Open Flow, SDN Controllters

Network Function Virtualization

Data Center Networking

References
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CATEGORY CREDIT
24SJ1IECS007 | PATTERN RECOGNITION PROGRAM
ELECTIVE 2 3

Preamble: This course aims to impart the fundamentals of statistical pattern recognition
and neural network techniques. It introduces to the learner the various pattern recognition
algorithms, feature selection, classification, clustering and the use of neural networks in

feature extraction. This helps the learner to apply the algorithms in applications that works on
pattern recognition and machine intelligence.

Course Outcomes: After the completion of the course the student will be able to

CO1 | Apply probability and numerical methods.=in statistical pattern recognition.
(Cognitive Knowledge Level: . Apply)

CO 2 | Apply statistical methods in‘feature-seleeticn. (Cognitive Knowledge Level: Apply)

CO 3 | Apply linear algebra-‘and statistical-.methods=in"/parameter and non-parameter
estimation.(Cognitive'Knowledde Level: Apply)

CO 4 | Apply the technigue of decision trees in-pattern recognition. (€Coegnitive Knowledge
Level: Apply)

CO5 | Analyze the use of deep leaming networksandartificial neural-networks in pattern
recognition. (Cognitive Knowledge™ evel: Analyze)

CO 6 | Design,-Devetop, Implement and-Present innovative ideas -+ problem solving with
various pattern recognition technidques (Cogaritive Knowledge Level: Create)

Program Outcomes (PO)

Outcomes are the attributes that are to-be demonstrated by.a-graduate after completing the
course.

PO1:An ability to independently carry out research/investigation and developmentwork in
engineering and allied streams

PO2:An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at large.

PO3:An ability to demonstrate a degree of mastery over the area as per the specialization of the

program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4:An ability to apply stream knowledge to design or develop solutions for real world problems by
following the standards

PO5:An ability to identify, select and apply appropriate techniques, resources and state-of-the-art
tool to model, analyse and solve practical engineering problems.
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POG6:An ability to engage in life-long learning for the design and development related to the stream

related problems taking into consideration sustainability, societal, ethical and environmental
aspects

PO7:An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4 PO5
co1 (=) [~}

CO?2 (7)) (%))
Cco3 (7)) [~/
CO4 [} 2 [}

CO5 ?
CO6 @

Assessment Pattern

Bloom’s Category End Semesterd Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE Duratien
Marks

100 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

i Preparing a
review article based on peer reviewed original publications (minimum 10 publications
shall be referred) : 15 marks

ii.Course based task / Seminar/ Data collection and interpretation : 15 marks
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iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.
There will be two parts; Part A and Part B.
Part A will contain 5 numerical/short answer questions with 1 question from each module, having 5
marks for each question. Students shouldianswer all questions. Part B will contain 7 questions
(suchquestions shall be useful in the testing of averall achievement and maturity of thestudents
in a course, through long amswer--Guestions relatmg “totheatretical/practical knowledge,
derivations, problem solving-and quantitativeevaluation), with-minimum one question from
each module of whichistudentshould answer-any five. Each question cancarry 7 marks
Total duration of the examination will besL50:/minutes.
Note: The marks obtained for the ESE for an elective course shall not exceed 20% over the average
ESE mark % for the core.courses. ESE marks awearded to'a student for each elective course shall be
normalized accordingly.
For example, if the average end semester mark % for a core course is 40, then the maximum eligible

mark % for an elective course’is40+20 = 60 %.

Course Level Assessment-Questions
Course Outcome 1 (CO1):

1. [llustrate the design cycie of a pattern recognition system with the heip of an example.

2. Suppose that we have three coloured bottles r (red), b(blue) and g(green).Box r contains 3
apples, 4 oranges and 3 limes. Box B contains 1 apple, 1 orange and 0 limes and box g
contains 3 apples, 3 oranges and 4 limes. If a box is chosen at random with probability
p(9)=0.2, p(b)=0.2 and p(g)=0.6 and piece of fruit is removed from the box(with equal
probability of selecting items from the box), then what is the probability of selecting an
apple? If we observe that the selected fruit is in fact an orange, what is the probability
that it came from the green box?

Course Outcome 2 (CO2):

1. [lustrate feature selection using t-Test with the help of an example.
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Course Outcome 3(CO3):

1. Derive the fuzzy C spherical shells (FCSS) algorithm for the case that spherical clusters
are to be identified.

Course Outcome 4 (CO4):

1. llustrate decision tree with the help of an example. How does it enable pattern
classification?

2. Construct a decision tree using the following data.

Outlook Temp Humidity Play Golf
Rainy Hot High No

Rainy Hot High No
Cloudy Hat High
Sunny Mild Eigh
Sunny ool Normal
Sunny Cool Normal
Clougy Cool ﬁNormal
Rainy Mild High
Rainy Mild Normal
Sunny Mild Normal
Rainy Ceol Normal
Cloudy Miid High
Cloudy Mild "-Normal
Sunny Hot High

Course Outcome 5 (CO5):

1. How do artificial neural networks play a significant role in pattern recognition? Also
discuss about its parameter optimisation techniques.

Course Outcome 6 (CO6):

1. Suppose an accident-prone area is under surveillance and real time CCTV visuals are available to
you. Design a solution to automatically detect accidents on the road from those real time CCTV
visuals. Explain about any one pattern recognition algorithm you will make use here and how?
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS007
Course Name: Pattern Recognition

Max. Marks : 60 Duration: 2.5 Hours

PARTA
Answer AH QuestionssEach Question Carrigs 5 Marks

In a town it was estimated that 3% of-peoplehave.a particulardisease. Adiagnosis
test was conducted-for all the people; whichyielded 8% false pasitiveand 92%
true positive results. /A person 'i$ foundsasspositive after the iest. What isthe
probability that this-person istfulyhaving.the disease?

How does morphologital operations™play.a rele in ‘pattern recognition?
How can visual imagery'be analysedusmgiaenvolutional neuralnetworks?
How does a decision treg-handle continuous‘attributes?

Define the terms: weights, bias, activations with respect te.neural networks

Part B

(Answer any five questions.=Each’gtéstion carries 7 marks)

Illustrate the design principles of patiern recognition system with an example.

Derive the fuzzy C spherical shells (FCSS) algorithm for the case that spherical
clusters are to be identified.
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Show that in the case of Gaussian distributions the Chernoff bound becomes

ech = exp(—Bs)

. -
bis) = . 3 S}{.E,- - P:.-'Jr [sZ; + (1 — 9% o, — B
| 5% + (1 — 5%, |
n

1
3 |E_||' HLE

Then take the derivative with respect to s and show that for equal covariance

matrices the optimum is achieved for 5 = 1/2. Thus, in this case b(s) equals
the Bhattacharyya distance.

Let N, N; be the available values of a feature in two classes, respectively. The
feature is assumed to follow a Gaussiap-distribprtien with the same variance in
each class. Define the test stalistic

(Xiaty” ETRRE-NTE))
[ p—— —

and py, mp aré=the sespective truegmean values. Show that g follows_ the
t-distribution with ¥V, =N, — 2 degrees of freed®nm

Discuss the significanceof,pre-processingiinifeature selection./Hlustrate any two
methods used for pre-precessing.

How can artificial neural networks-be_applied~in Pattern recognition? Also
illustrate the features of reeurrent neuralnetworks.
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12 Construct a decision tree using the following data.

Outlook

Temp

Humidity

Windy

Play Golf

Rainy

Hot

High

False

No

Rainy

Hot

High

True

No

Cloudy

Hot

High

False

Sunny

Mild

High

False

Sunny

Cool

Normal

False

Sunny

Cool

Normal

True

Cloudy

Cool

Normal

True

Rainy

Mild

High

False

Rainy

Mild

Normal

False

Sunny

Mild

Nermal

False

Rainy

Cool

Normal

True

Cloudy

Mild

High

True

Cloudy

Mild

Normal

False

Sunny

Hot

High

ol rue

Syllabus

Module 1: Introduction toPattern Recognition

Basics of pattern recOgnition. “systems, various _applications, Machine Perception,
classification of pattern recognitionssystems. Design of Pattern.recognition system, Pattern
recognition Life Cycle. Statistical Rattern Recognition: Review of probability theory,
Gaussian distribution. Normal density and'discriminant functions.

Module 2: Feature Selection

Feature selection — Outlier removal — Data normalization — Missing data, The Peaking
phenomenon, Feature selection using statistical hypothesis testing- Hypothesis testing basics
— Application of t-Test in feature selection. Class separability measures-Divergence-Chernoff
bound and Bhattacharya distance-Scatter matrices, Feature subset selection —Scalar feature
selection, Feature vector selection.

Module 3: Clustering Algorithms

Unsupervised learning and clustering - Criterion functions for clustering. Cluster validation.
Fuzzy clustering algorithms- Point representatives- quadratic surfaces and representatives —
hyper plane representatives. Binary morphology clustering algorithms (BMCAs) —
Discretization — Morphological operations - Determination of clusters in a discrete binary set-
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Assignment of feature vectors to clusters — The algorithmic scheme, Boundary detection
algorithms.

Module 4: Dimensionality reduction

Dimensionality reduction: Principal component analysis - its relationship to Eigen analysis.
Fisher discriminant analysis - Generalised Eigen analysis. Eigen vectors/Singular vectors as
dictionaries. Factor Analysis, Total variability space - a dictionary learning method.Non
negative matrix factorisation - a dictionary learning method.

Linear discriminant functions: Gradient descent procedures, Perceptron.

Module 5: Artificial neural networks and Pattern Classification

Artificial neural networks: Rewiew of Artificial heural network concepts, convolutional
neural networks, recurrent neural networks.

Non-metric methods for ‘pattern, elassification: non-numeric data.or.nominal data. Decision
trees: Classification and-Regression Trees (CARH.

Course Plan

No. No. of
Lectures
(40

Hours)

Module 1: Introduction.to Pattern Recognition 7

Basics of pattern recognitiop,systems;-applications

Machine Perception, Classification of pattern reeognition systems

Design of Pattern recognition system

Pattern recognition Life Cycle

Statistical Pattern Recognition

Review of probability theory

Normal density and discriminant functions

Module 2: Feature Selection

Feature selection — Outlier removal

Data normalization — Missing data

The peaking phenomenon

Feature selection using statistical hypothesis testing
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Hypothesis testing basics — Application of tTest in feature selection

Class separability measures-Divergence

Chernoff bound and Bhattacharya distance

Scatter matrices

Feature subset selection —Scalar feature selection

Feature vector selection

Module 3: Clustering Algorithms

Unsupervised learning and clustering

Criterion functions for clustering. Cluster validation.

Fuzzy clustering algorithms- Point-representatives

Quadratic surfaces and representatives—hyper plane representatives.

Binary morphology clusieging algerithms (BMEAS)

Discretization

Morphological operations - Determination.of clusters in a discréte binary set

Assignment of feature vectors to clusters

The algorithmi€ischeme, Boundary deteetionsalgarithms.

Module 4: Dimensionality reduction

Principal gempanent analysis, -sits relagionship to Eigen apalysis

Fisher disertminant ‘analysis

Generalised Eigen‘analysis

Eigen vectors/Singularvectors as-dictionaries

Total variability space - & dictiopary learning.method

Non negative matrix factorisatiorn==a dicttonary learning method

Linear discriminant functions: Gradient descent procedures

Perceptron

Module 5: Artificial neural networks and Pattern Classification

Review of Artificial neural networks, Introduction to deep neural networks

Convolutional neural networks

Recurrent neural networks

Non-metric methods for pattern classification: Non-numeric data or nominal
data

1
1
1
1
1
1
9
1
1
1
1
1
1
1
1
1
8
1
1
1
1
1
1
1
1
6
1
1
1
1

Decision trees: Classification and Regression Trees (CART) lecture 1

Decision trees: Classification and Regression Trees (CART) lecture 2
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CATEGORY CREDIT
PROGRAM
ELECTIVE?2 3

ADVANCED COMPUTER
ARCHITECTURE

24SJ1ECS008

Preamble: This purpose of this course is to provide a solid foundation that furnishes the
learner with in-depth knowledge of current and emerging trends in computer architectures,
focusing on performance and the hardware/software interface. This course covers design and
analysis, memory hierarchy, pipelining, operation of multiprocessors, thread level parallelism,
and data level parallelism. This course helps the learner to develop software/hardware
applications based on architectural framework.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | ldentify and solve the aéivanced issties in design of computer processors, caches and
memory(Cognitive Knowledge Lével? Appls)

CO 2 | Analyze the mémory-hierarefy design, peffermance improvement techniques and
cache optimizationtechriques(Cagnitive KnowledgeLevel: Analyze)

CO 3 | Analyze the warking and features of branching and &xéeption handling in pipeline
architecturef(Cegnitive Knowledge Lievel; Analyze)

CO 4 | Analyze. the ‘eparation of multiprocessors and thread level, parallelism(Cognitive
Knowledge Level: Evaluate)

CO5 | Demonétrate«the concepts 0iy daiay level parallelism including”SIMD and GPU
processors(Cognitive Knowledge Level: Apply)

CO 6 | Design, Pevelop, Implement.and Preseniinnovative ideds-on.advanced computer
architecture-and‘techniques. (Cognitive Knowledge Leveglk-Create)

Program Outcomes (PO)

Outcomes are the attributes that are to pe-demopstratedbyra graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4 PO 5
CO1 (= (7,

CO2
CO3
CO4
CO5
CO6

K
K

Assessment Pattern

Bloom’s Category. End Semester Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total ClE ESE Duration
Marks

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Patiern:

The end semester examiration will be conducted By the respeetive-College.

There will be two parts; Part' A and Part B.

Part A will contain 5 aumerical/short answer questions with 1 question from each module,
having 5 marks for.each guestion. Students should answer all questions. Part B will contain 7
questions (such questions'shall be useful in‘the testing of overall achievement and maturity of
the students in a-Course,’ through long.answer guestions relating” to theoretical/practical
knowledge, derivations, problem solving and guantitative evalwation), with minimum one
question from each medule of which student should answer any fivé.-Each question can carry
7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained for the ESE for-an elective course shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example, if the average end semester mark % for a core course is 40, then the maximum

eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):

1. ldentify the various techniques for instruction encoding. Illustrate with examples.

Course Outcome 2 (CO2):
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1. Consider an in-order execution computer. Assume that the cache miss penalty is 200
clock cycles, and all instructions normally take 1.0 clock cycles. Assume that the average
miss rate is 2%, there is an average of 1.5 memory references per instruction, and the
average number of cache misses per 1000 instructions is 30. What is the impact on
performance when behaviour of the cache is included? Calculate the impact using both
misses per instruction & miss rate.

Course Outcome 3(CO3):
1. Consider the execution of following instructions, on our pipelined example processor:

ADD R1, R2, R3

SUB R4, R1, R5

AND R6, R1, R7

ORRS8, R1, R9

XORR10,R1,R11

Analyze type of hazards may gecur in the-above code? tihazacd-exists, explain how we
can solve it.

Course Outcome4.(CO4):

1. Determine the limitations in symmetri¢'shared memory multiprocessors.

Course Outcome 5.(CO5):

1. Identify the data dependencies betweerntthg statements S1 and'S2:nithe loop.

for (i=1; i<=100; 1=r+1)4
Alfi+1] = A[i] ¥ C[ij; #* 81 %/
B[i+1] = B[i] + A[i%1]5.4 92/
}

Course Outcome 6 (CO6):

1. Implement pipelining and various level parallelisms using tools like OPENMP.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS008
Course Name: Advanced Computer Architecture
Max. Marks : 60 Duration: 2.5 Hours
PARTA
Answer AH QuestionssEach Question Carri€s 5 Marks

Impact of optimizationsimproves the-performance of complier. Justify your
answer. Also mentienitypes of optimizations.

Determine whether "a’ 32 KB _four-way-setassoclative L1 cache hag a faster
memory access time-than a 32 KBtwo=way Set'associative L1 ¢ache. Assume the
miss penalty to L2-s 15 times the_aceess e 10T the faster L1 cache. Ignore
misses beyondiL2. Whieh has the faster.average memory acgessstime? (Miss rate
for two-way set associative cache is 0.038 and four-way sétrassociative cache is
0.037)

Analyze the type of hazards mays@ccut, in the followimg code:

LW R1, 0(R2)

SUB R4, R1

AND R6, R1, R7

OR RS, R1, R9
Suppose we have an application running on a 32-processor multiprocessor, which
has a 200ns time to handle reference to a remote memory. For this application,
assume that all the references except those involving communication hit in the
local memory hierarchy, which is slightly optimistic. Processors are stalled on a
remote request, and the processor clock rate is 2GHz. If the base CPI (assuming
that all references hit in the cache) is 0.5, evaluate how much faster is the
multiprocessor if there is no communication versus if 0.2% of the instructions
involve a remote communication reference?

Page 122 of 335



5. Consider the following loops, identify the true dependencies, output dependences
and anti-dependences and eliminate the output dependences and anti-dependences.

for(i=0;i<100;i++){
Y[i]=X[i}/C; [*S1*/
X[i]= X[i]+C; /*S2*/
Z[i]=Y[i]+C; 1*S3*/
Y[i]=C-Y[I]; /*S4*/
}
Part B

(Answer any five questions. Each question carries 7 marks)

6. A benchmark program is executed on a 40MHZ processor. The benchmark @)

program has the following statistics.

Instruction Type

Insireetion Count

€lock Cycle Count

Arithmetic

45000

1

Branch

32000

Load/Store

15000

2

Floating Point 8000

Determine the effeetive.CPI, MIPS rate-and éxecution time ofthis-program.
“Fully associative Caehes donot-haveeonflict misses”~Examine/the statement.

Consider an in-order exéeution computer..Assume that the cache miss penalty is
200 clock cycles, and all instruetions hormatly take 1.0-Clock cycles. Assume that
the average miss rate is 2%, there is an average of 1.5 memory references per
instruction, and the average number of cache misses per 1000 instructions is 30.
What is the impact on performance when behaviour of the cache is included?
Calculate the impact using both misses per instruction and miss rate.

Explain the methodologies used for reducing the branch cost with prediction in
instruction level parallelism.

10 llustrate and explain extending the MIPS pipeline to handle multicycle operations.
11 Explain multiprocessor cache coherence.

12 Compare and contrast multimedia SIMD computers and GPUs.
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Syllabus

Module 1: Design and Analysis

Principles of computer design, Fallacies and Pitfalls, Instruction Set Principles- Classifying
instruction set architecture, Memory addressing, Type and size of operands, Operations in the
instruction set, Instruction for control flow, Encoding an instruction set, Role of compiler.

Module 2: Memory Hierarchy

Introduction, Cache performance, Basic cache optimizations, Virtual memory—Techniques for
fast address translation, Protection via virtual memory, Fallacies and Pitfalls, Case study of
Pentium/Linux memory system-Pentium address translation.

Module 3: Pipelining

Introduction, Pipeline hazards, :Static _branchpredictionsand dynamic branch prediction,
Implementation of MITS, ,Basic-pipeline-of  MITS, Impfementingsthe control in MITS
pipeline, Dealing with branchgs in pipeling, Dealing with exceptidns, Fandling of multi-cycle
operations, Maintainingpregise exceptions,.Gase study of MITS R4000-pipeline.

Module 4: Thread-LevelF ism

Introduction, Centralized |Shared-Memory pArchitectures; Performance‘of Symmetric Shared-
Memory Multiprocgssers; Distributed” ShatedsiMemory and Directory=Based Coherence,
Synchronization: The Basics, Models of Memary Gonsistency: An-ntreduction, Crosscutting
Issues, Case study of Sun F1 Multiprocessor.

Module 5: Data Level Parallelism

Vector architecture, SIMD instruction. set, Extensiop~for multimedia, Graphic Processing
Units, Case study Envida GPU ™-instruction set architecture, GPU memory structure,
Innovations in GPU architecture, Comparisons between vector architecture and GPUSs,
Comparisons between multimedia SIMD computers and GPUs, Loop level parallelism,
Finding dependencies, Eliminating dependencies.
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Course Plan

No

Topic

No. of
Lectures
(40 Hours)

Module 1: Design and Analysis

8

Principles of computer design

Fallacies and Pitfalls

Instruction Set Principles- Classifying instruction set architecture

Memory addressing, Type and size of operands

Operations in the instruction set

Instruction for control flow

Encoding an instruction set

Role of compiler

Module 2: MemoryHierarchy

Introduction

Pipeline hazards

Static brasiich prediction ane dynamic branch predictien

ImplementatiomofIMITS, Basié¥ipeline of MITFS

Implementing thegeomntrol in MITS Pipeline

Dealing with branches 1 pipeline, Dealing with exceptions

Handling of multi-Cycle aperations; Maintaiming-pfreeiSe exteptions

Case study of MITS*R400Q pipeline

Module 3: Multiprocessors-and Thrgadievel Parallelism

Introduction

Centralized Shared-Memory Architectures

Performance of Symmetric Shared-Memory Multiprocessors

Distributed Shared-Memory and Directory-Based Coherence

Synchronization: The Basics

Models of Memory Consistency: An Introduction

Crosscutting Issues

Case study Sun T1 Multiprocessor

Module 4: Multiprocessors and Thread level Parallelism

Introduction

R I I e e I I I R e I S I
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Centralized Shared-Memory Architectures

Performance of Symmetric Shared-Memory Multiprocessors

Distributed Shared-Memory and Directory-Based Coherence

Synchronization: The Basics

Models of Memory Consistency: An Introduction

Crosscutting Issues

Case study Sun T1 Multiprocessor

Module 5: Data Level Parallelism

Vector architecture, SIMD instruction set

Extension for multimedia, Graphic Precessing-Units

Case study Envida GPU in8truction set.architecturée

GPU memory structtire

I I e I S I

Innovations in GRU'arehiteeture, Comparisons, between vectot.architegture and
GPUs

Comparisopsbetween multimedia SLMD gomputers-and GPUs

Loop level parallelism

Finding dépendencigs, Eliminatingsependeneies
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CATEGORY CREDIT
NATURAL LANGUAGE PROGRAM

PROCESSING AND TEXT MINING ELECTIVE 2 3 0 |3

24SJ1ECS009

Preamble: This course provides an exposure to the concepts and techniques in Natural
language processing and Text mining. Fundamental concepts and practical applications of
Natural Language Processing (NLP) are covered in this course. This helps the learners to
analyze and interpret textual data.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Apply different approaches of syntax and semantics in NLP. (Cognitive Knowledge
Level: Apply)

CO 2 | Employ approaches to generate dialogtie and summarisation within NLP. (Cognitive
Knowledge Level: Apply)

CO 3 | Apply different statistical approaches to-machine translation. (Cognitive Knowledge
Level: Apply)

CO 4 | Research, analyze_and deploy appropriate machineslearning techniques in NLP
including hiddeiaMarkov models and-unsupervised methods. (€egnitive Knowledge
Level: Analyze)

Use text™mining,'concepts anelgmethods to medel real-wartd*problems and develop
technicaksolutions. (Cognitive'kinew|edge Level;, Analyze’)

Design,-develop! and implement NEP and text mining methods to solve real world
problems. (Cognitive Knowledge evelaCreate)

Program Outcomes ( PO)

Outcomes are the attributes that are to-be demonstrated by.a-graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.
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POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4 PO5
CO1 (%)
CO2 [~/ (%)

CO3 & &
CO4 7

CO5
CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%-80%
Analyse 30%-40%
Evaluate
Create

Mark distribution

Total ClE ESE
Marks Ddration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks
i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
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iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
Course based task/test paper questions shall be useful in the testing of knowledge, skills,

comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students Should answer all questions. Part B will contain 7

questions (such guestions shall-be useful in-the testing of overall achievement and maturity of

the students in a course} through long answer questions Telating *to theoretical/practical

knowledge, derivations, probfem solving and quantitative evaluation), with minimum one
question from each-module of which student should. answer any five. Each guestion can carry
7 marks

Total duration of the examination.will be 150 miguies.

Note: The marks objaimed for the ESE*for an electivetcourse shall not exceed 20% over the
average ESE mark % fargthe core coursesS*ESE marks awarded toyaystident for each elective
course shall be normalized-accordingly.

For example if the average-end semester mark % for a-core course is 40, then the maximum

eligible mark % for an elective-coyrse isid0420 =60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):
1. Consider the following Corpus
e Mid priced food is what I am looking for.
e Tell me about Thai food.
e Can you give me a list of Thai food?
¢ | am looking for a good restaurant for Thai food.

Draw the Raw Bigram count table for the corpus and then Find the bigram probability
of the sentence “ I am looking for Thai food.”
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2. Write the Regular Expression for the following
To find the all occurrence of the word hood in a text
. To find any line in which a particular word country appears twice

To find similar pattern like The bigger they were, the bigger they will be or The
smaller they were, the smaller they will be.

3. Find the minimum edit distance between the string INTENTION and EXECUTION using
dynamic programming.

Course Outcome 2 (CO2)

1. Consider a document collection hawing.37 documents. Find the cosine similarity of the
words “Fool and Wit”

Words Bogument Frequency

Romeo 1
Salad 2
Falstaff 4

Forest 12

Battle 21
Wit 34
36
37
3V

2. Explain the SND method of word embeddings generation? What are its Limitations?
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Course Outcome 3(CO3):

1. Specify the roles of Named Entity Recognition in Question Answering systems?

2. Using Transition probabilities and Emission probabilities given below, POS tag the
sentence Files like a Flower with HMM tagger

<s> is he start symbol and wherever the transition probability is not explicitly given in
the table assume the value 0.0001

Category Bigram Estimate

<s> PROB(ART|<s>) | 71

<s> RROB(NI<s®) 29

ART PROB(NIART)Ls |1

N PROB(V|N) 43

PROB(N) 13

PROB(P|N) 44

PROB(N[V) 35

PROB(ART|VI™ | 65

PROBARTP) | 74

PROB(N|P) 26

PROB(the |ART) . PROB(EART)

PROB(files|\) PROB(|N)

PROB(files|V) PROB(flowers|N)

PROB(like|V) PROB(flowers|V)

PROB(like|N)

3. Explain how a feed forward network can be used for sentiment analysis.

Course Outcome 4 (CO4):

1. Whether Bidirectional RNN can be used for sentiment classification? Justify.
2. Draw the architecture of a RNN that can be used for sequence classification.
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Course Outcome 5 (CO5):

1. Consider the following sentence:
“You are very kind and beautiful
Explain the procedures to convert the above sentence into Malayalam language using
sequence to sequence model with attention mechanism. Is there any better method we can
opt for? Analyse different methods you can adopt in this scenario and justify your better
option.
You are developing a text mining application utilized for assisting organizations with
finding their contacts, reports, business correspondence, emails, and so on. Which Text
mining algorithm will be best suitable in your application? Justify.

Course Outcome 6 (COB6):
1. Implement an automatic question‘apswering system for| farmers.

2. Implement extractive.summgary preparation from medi€alrepaorts.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 4

FIRST SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS009
Course Name: NATURAL LANGUAGE PROCESSING AND TEXT MINING
Max. Marks : 60 Duration: 2.5 Hours
PART A

AnswWerAllQuestions™cach.Question Caxries 5 Marks

For each sentepee) idengify whether the.gifferentmeanings arise from structural
ambiguity, semantic ambiguity or pkagnatic ambiguity?

1. Time flies Jike an arrow

2. He crushed the key to my heart

The confusionimatrixfor a binary classifieris'giwenbelow. Compute-Rrecision,
Recall, F- score, SpeCifigity and Accuracyjoftheé model

Actual Predicated

Class 1 Class 2
Class 1 14 2
Class 2 8 40

Justify whether a imodel/ program designed (o perform sentimental analysis can
be adapted for document grouping

Describe the structure of GRU cell. How the output is computed at each gate?

Produce the extractive summary by creating a document of your own with the title
as “Kerala- at a glance”. Evaluate the performance of your summarizer by using
the appropriate evaluation measures.

Part B
(Answer any five questions. Each question carries 7 marks)

(@) Define minimum edit distance.
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(b) Compute the minimum edit distance between the strings INTENTION and
EXECUTION using dynamic programming.

7. (a) Consider a document collection having 37 documents

Find the TF-IDF embedding of the following words, “Battle, Good, Fool,
Wit” using the tables given below

Words Document Frequency

Romeo 1
Salad 2
Falstaff 4

Forest 12
Battle 21
Wit 34
36
37
31

(b) Find the cosine similarity off the words ”Fool & Wit”

Explain the Skip-gram and CBOW methods of word embedding generation.
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9. (a) Identify the Named Entities in the text given below and tag them with
appropriate NE tags

Citing high fuel prices, Indian Airlines said Friday it has increased by 56 per
round trip on flights to some cities also served by lower-cost carriers. Spice
Jet, a unit of AMR Corp, immediately matched the move, Spokesman Ram
Goel said Indian Airlines, a unit of TATA Corp, said the increase took effect
Thursday and applies to most routes where it competes against discount
carriers, such as cochin to Delhi and Chennai to Calcutta.

Why NE tagging is considered hard when compared to POS tagging? Give
one method to overcome it.

Describe the architecture of a RNN that can perform sequence classification.

Explain in detail how LSTIM can be'used forjlangtrage translation.

What application of-text'mining is coming-tinder the 'Social Media Platform
YouTube? Justify.your ansver.

Consider that"you.are pinning a business*and-you are having.a social media
page to promate_yeUybusiness. Is it possible to design a'sentiment.analyser by
using the~raw. “data extracted” fseml thesgpromotion page? Canstruct an
architecture for the same.
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Syllabus

Module 1: Introduction

Natural Language Processing (NLP) - Syntax, semantics, pragmatics, and ambiguity in NLP,
Regular Expressions, Text Normalisation, Edit Distance.

N-gram Language Models-N-Grams, Evaluating Language Models, Generalisation and Zeros,
Smoothing, Kneser-Ney Smoothing, The Web and Stupid Backoff, Perplexity’s Relation to
Entropy.

Module 2: Neural Language Models, Vector Semantics and Embeddings

Neural Networks and Neural Language Models-Units, Feed-Forward Neural Networks,
Training Neural Nets, Neural Language Motels.

Vector Semantics and Embeddings-Lexical Semanties,“Vector Semantics, Words and
Vectors, Cosine for measuringssimilarity, TF-IDF: Wetghing.derms in.the vector, Applications
of the tf-idf vector -model=\Word2vec, .Visuakzing Embeddings, Semantic properties of
embeddings, Bias antl Embeddings, EvaluatingVVector Models.

Module 3: Sentiment Classification andPart-of<Speech Tagging

Sentiment Classification —Sentiment classification. Machine Léarning for Sentiment
Classification - Trainikg 'the Classifier’ (Naive 'Bayes, Logistic Regression, Support Vector
Machine, Decision Tree, 'Random Forest)s@pummising for Sentiment Aralysis - Other text
classification tasks — EValuation of classification models: Precision; Reeall, F-measure, Test
sets and Cross-validation, (Statistical Significance Testing.

Part-of-Speech Tagging-Engfish Word Classes, The Penn Treebank Part-of-Speech Tagset,
Part-of-Speech Tagging, HMM Part=of-Speech Taggingy Maximum Entropy Markov Models,
Bi-directionality, Part-of Speech Tagging for Morphetogical Rich Languages. Information
Extraction-Named Entity Recognition, Relation. Extraction, Extracting Times, Extracting
Events and their Times, Template Filling.

Module 4: Sequence Processing with Recurrent Networks

Sequence Processing with Recurrent Networks-Simple Recurrent Neural Networks,
Applications of Recurrent Neural Networks, Deep Networks: Stacked and Bidirectional
RNNSs, Managing Context in RNNs: LSTMs and GRUs, Words, Subwords and Characters
Neural Language Models and Generation Revisited, Encoder-Decoder Networks, Attention,
Applications of Encoder-Decoder Networks. Case study: Machine translation, Question
Answering

Module 5: Text Mining

Document representation - representing unstructured text documents with appropriate format
and structure, automated text mining algorithms.

Page 136 of 335



Text Mining: Text categorization, Text clustering, Topic modeling, Applications -
classification, image annotation, collaborative filtering, and hierarchical topical structure
modeling. Document summarization - Extraction- based summarization methods

Sentiment analysis - concept, sentiment polarity prediction, review mining, aspect
identification. Text visualization - introduction to mathematical and programming tools.

Course Plan

Topic

No. of
Lectures
(40)

Module 1: Introduction

6

Natural Languagde Pratessing (NLP).--Syntax; septantics®pragmatics,
and ambiguity-in NEP

Regular Expressions

Text Normalisation, Edit Distance

N-gram Eanguage Models-N-Grams, Evaluating £anguage Models

Generalisation, anfl:Zeros, Smoothing

Kneser-Ney Smoothing, The Websand Sttipid Baekoff, Perplexitys.Relation to
Entropy

Module 2: Neural, Language Models, Veg¢tori8emantics’and
Embeddings

Units, Feed-Forward Neural Networks

Training Neural Nets

Neural Language Models

Lexical Semantics, Vector Semantics

Words and Vectors, Cosine for measuring similarity

TF-IDF: Weighing terms in the vector, Applications of the tf-idf vector model

Word2vec, Visualizing Embeddings
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Semantic properties of embeddings, Bias and Embeddings, Evaluating Vector
Models

Module 3: Sentiment Classification and Part-of-Speech Tagging

sentiment classification. Machine Learning for Sentiment Classification

Training the Classifier (Naive Bayes, Logistic Regression)

Training the Classifier (Support Vector Machine, Decision Tree, Random
Forest)

Optimising for Sentiment Analysis - Other text classification tasks

Evaluation of classification models=Rrecision:Recall, F-measure, Test sets and
Cross-validation, Statistigat'Sjgnificante Testing.

English Word Classess=The-Penn Treebank-Pari-0f*Spéech Tagset

Part-of-Speech Tagging;"HMM Part~of-Spgech Tagging,

Maximum Entrépy Markov Models; Bi-dirgctionality, Part-of'Speech Tagging
for Morphological Rich Languages.

Information Extraction-Named'Entity'Recognition, Relation Extraction

Extracting Times, Extracting Events angith@ip Times, Template FHling

Module 4: SequénceProcessing withiRecurrent Netivorks

Simple Recurrent Ngural:Networks, Applications-6f Regurrent Neural Networks

Deep Networks: Stacked and Bidiractiona-RNNs

Managing Context in RNNs: LSTMSs

GRUSs, Words, Subwords and Characters

Neural Language Models and Generation Revisited

Encoder-Decoder Networks, Attention, Applications of Encoder-Decoder
Networks.

Case study: Machine translation, Question Answering

Module 5: Text Mining

Representing unstructured text documents with appropriate format and
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structure

automated text mining algorithms

Text categorization

Text clustering

Topic modelling, Applications - classification, imagine annotation,
collaborative filtering, and hierarchical topical structure modeling

Document summarization - Extraction- based summarization methods

Sentiment analysis - cofncept-sentiment pofarity prediction

Review mining, ‘aspect-identification.

Text visualtzatiens- #ntroduction to mathematical and programming tools.

References

1. Daniel Jurafsky-and James H¥Martin. .Speeeh’ and Language Prqcessing (2nd ed),
Pearson International edition, 2008

. Manning C, $chuetze*H. Foundationsfof Statistical -Natural Language Processing,
MIT Press, 1999

. James Allen, "Natural lrangtage¥iderstanding™ 2/E;f Addison-Wesley, 1994
. Charu C. Aggarwal and Cheng Xiang/Zhai,.Mining Text Data”, Springer, 2012.

. Text Mining Classification, Clustering, and Applications - Ashiok N. Srivastava,
Mehran Sahami, CRC Press.
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CATEGORY CREDIT
24SI1ECSO10 ADVANCED COMPILER PROGRAM

DESIGN
ELECTIVE?2

Preamble: This course enables the students to analyze the different phases of compiler /
techniques for designing a compiler. This course introduces students to the advanced concepts
of compilation phases such as lexical analysis, syntax analysis, semantic analysis, intermediate
code generation, code optimization and code generation. This course helps the learners to
design and develop compilers for programming languages.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | llustrate lexical rules and .grammars for ja: representative programming language
(Cognitive Level: Undérstand)

CO 2 | Construct interpnedidte~Code representations  dnd " ¢ode optimization techniques
(CognitivelLevel=Apply)

CO 3 | Experiment withyregister allocation strategies and code scheduling (Cognitive Level:
Apply)

CO 4 | Inspect programming language design,.iarget machine language=design and run
time enyironment of compilers(Cognitive L evel: Analyze)

COS5 | Assess rtegent trends in compiler designsand build a tompiler for a
hypothetieal lagguage(Cognitive,Level: Create)

Program Outcomes (PO)

Outcomes are the attributes that-ace t0 berdemonsiiated By a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

1 PO 2 PO 3 PO 4 PO 5

CO1
CO2
CO3
CO4
CO5

Assessment Pattern

Bloom’s Category End Seméster Examination

Apply 70%=80%
Analyze 30%:-40%
Evaluate
Create

Mark distribution

Total ClE ESE Duratioh
Marks

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

I. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks
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ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
Course based task/test paper questions shall be useful in the testing of knowledge, skills,

comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B-

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each guestion. Students shoutd-answer al questions. Part B will contain 7
questions (such questionssshall be useful in the testing of overallsachievement and maturity of
the students in a ceurse, through long answer questions rélating “to._theoretical/practical
knowledge, derivations,.problem solving and guantitative evaluation), with minimum one
question from each medule of which student.shouid answer any five. Each-guestion can carry
7 marks

Total duration of the examination will be 15@minutes.

Note: The marks obtained fer the ESE for an elective course shall.nat exceed 20% over the
average ESE mark %;for theicore courses. ESE marks awarged to a student for each elective
course shall be normalized accordingly-

For example, if the average end Semester mark %. for a_core course is 40, then the maximum

eligible mark % for an elective course is 40+20 =60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1. Explain context free grammar representation methods.

Course Outcome 2 (CO2):

1. Construct the translation of Boolean expressions into three-address code.

Course Outcome 3(CO3):

1. Build graph coloring global register allocator.

Page 142 of 335



Course Outcome 4 (CO4):
1. Discover challenges in instruction level parallelism.

Course Outcome 5 (CO5):

1. Discuss loop optimization techniques in IBM XLCompilers.

Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 2

FIRST SEMESTER'M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course'Code24S53¢ECS010

Course Name: ABVANCED*COMPILER DESIGN

Max. Marks : 60 Duration: 2.5 Hours
PART A
Answer All*Questions. Each-Questton Garries’ Marks
Explain different implementation mgthods 'of Symbolkfable.

With an example explain the following 160p optimization techniques:
a) Code motion.
b) Induction variable elimination and
c) Strength reduction

Explain graph colouring global register allocator.
Explain reference counting garbage collector.

Illustrate the role of peep hole optimization in the compilation process

Part B

(Answer any five questions. Each question carries 7 marks)
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Translate the following statements into three address statements and construct the
flow graph.

for(i=0;i<n;i++)

for()=0;j<n;j++)

for(k=0;k<n;k++)
Cli]fi]=clili]+alil[k]*bIK][]

7. Explain the translation of Boolean expressions into three-address code.

g. Illustrate the liveness analysis on the flow graph with suitable example?

9. Explain Dominators and Algorithmrior finding-Dominators.

10 Explain static allocation and heap-atlocation strategiesi.Censtruct the Directed
Acyclic Graph for the'basic bfock given:below and simplify, the three-address
code
d=b*
ce=a+bh
b =b *c
a=e—d

11 Mlustrate loop invariant,code motiomWwithdhedellowing code segment.
b=2
i=1
L1:ifi>10Qgotol3
a=h+I

c=2
If i mode 2 == 0 gato:2
d=c
f=a+i
i=i+1
goto L1
L2:d=a+d
e=i+d
L3:end

12 Generate a code sequence for the assignment d=(a-b)+(a-c)+(a-c). Also define the
use of algebraic identities in optimization of basic blocks?

(7)
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Syllabus

Module 1: Overview of Compiler Design

Introduction - The phases of Compiler - Lexical Analysis - Role of Lexical Analyzer -
Specification and Recognition of Tokens - Context Free Grammar — Symbol - Table
Structure, Symbol Attributes and Symbol - Table Entries, Local Symbol - Table
Management, Global Symbol - Table Structure, Storage Binding and Symbolic Registers,
Approaches to Generating Loads and Stores. Intermediate representation — Issues — High
level, medium level, low level intermediate languages —MIR, HIR, LIR — ICANfor
Intermediate code.

Module 2: Intermediate Representations

The value - number method _#or constructing \IDAGSy - Addresses and instructions —
Quadruples - Triples - Storage organization — Static versus.dynamic storage allocation - stack
allocation of space -Activation trees - Activation records - Garbage collection - Design goals
for Garbage collectors -Reference counting garbage colleetors+, Introduction to trace - based
collection - A basi¢ mark«= and-sweep collector. Translation, of-expressions Translation of
expressions — Operatigns within expressions — Iacremental translation = Addressing array
elements — Translationsof array referegaces Controk.flow — Boolean expressions — Short -
circuit code — flow — of - controlsstatements, -4 Control flow_translation of Boolean
expressions — Ayoiding redundani-Gotos — Boolean valtuestand jumping code — Backpatching
— One - passcode-gengration using back. patching= Back patching forBoolean expressions —
Flow- of-control statements — Break, scontinue ands=Goto statements Translation of switch
statements — syntax, directed translation” @ff switch statements.* /intermediate code for
procedures

Module 3: Code Optimization

Principal sources of optimization - causes of redundancy, preserving
transformations - Global common subexpressions - Copy Propagation - Dead code
elimination — Code motion —Upward code motion — Downward code motion — Induction
variables and reduction in strength -Introduction to data flow analysis - Loops in Flow graphs
— Dominators - Introduction to global data flow analysis - Points and Paths - Reaching
definitions - Live variable analysis - Data flow analysis of structured program.

Module 4: Register Allocation and Code Scheduling

Register allocation and assignment — graph coloring — control flow and low-level
optimizations - Inter - procedural analysis and optimization — call graph — register allocation
— global References: — Optimization for memory hierarchy. Code Scheduling — Instruction
scheduling — peculative scheduling — Software pipelining — trace scheduling —percolation
scheduling.
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Module 5: Parallelism and Case study
Instruction - level parallelism - Instruction pipelines and branch delays — pipelined execution
—data dependence — dependencies among memory accesses. Case Studies — Sun Compilers
for SPARC-IBMXL Compilers — Alpha compilers — PA — RISC assembly language — COOL
— (Classroom Object oriented language) — Compiler testing tools — SPIM

Course Plan

No

Topic

No. of
Lectures
(40 Hours)

Module 1: Overview of€ompiler DESign

8

Introduction - Thesphasesiof Compiter-Lexieal Aftalysis — Role of

Lexical Analyzer

1

Specificationand=Regognition of Tokefs — Context Free"Grammar

Symbol —jTable Structure - SymbalAttributés.and Symbols-"Table

Entries

Local Symbol=Table ManagemenipGiobalsSymibol. — Table Structtire,

Storage Bindingand Symbolic RegistérsfApproaches to Genegating

Loads and Stores.

Intermediate répresefitatian — Issues

High level, mediumfevellow tevelintermediate languages

MIR, HIR, LIR — ICAN for Intermediate code.

Module 2: Intermediate Representations

The value — number method for constructing DAGs - Addresses and

Instructions — Quadruples - Triples.

Storage organization — Static versus dynamic storage allocation - stack

Allocation of space. Activation trees — Activation records.

Garbage collection — Design goals for Garbage collectors - Reference
Counting garbage collectors. Introduction to trace — based collection -

Abasic mark — and — sweep collector.
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Translation of expressions Translation of expressions —Operations
Within expressions—Incremental translation—Addressing array

elements.

Translation of array references.

Control flow —Boolean expressions — Short — circuit code - flow- of -

Control statements — Control flow translation of Boolean expressions.

Avoiding redundant Go to — Boolean values and jumping code.

Back patching - One-pass code generation using back patching —
Backpatching for Boolean expressions.

Flow-of-control statements — Break, continue and Goto statements,
Translation of switch statenents - syntax dirécted translation of

Switch statements# inte€rmediate.code-for-precedures:

Module 3: Code Optimization

Principal sourges.0f @ptimization — causes.of redundancy’: ‘Semantics

Preserving transformations

Global common’subexpressionss Copy Rropagation — Dead cotle

elimination.

Code motion — Upward code motien’s Downward code motion?

Induction variables-and reduction in'steength.

Introduction t6,data Tlow analysis:

Loops in Flow graphs - Dominatars

Introduction to global data flow=analysiS — Poigts™and.Paths - Reaching

Definitions.

Live variable analysis-Data flow analysis of structured program

Module 4: Register Allocation and Code Scheduling

Register allocation and assignment — graph coloring .

Control flow and low-level optimizations.

Inter-procedural analysis and optimization.

Call graph—register allocation.

Global References: — Optimization for memory hierarchy.

Code Scheduling —Instructions scheduling — Speculative scheduling

Software pipelining. Trace scheduling — percolation scheduling

e R
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Module 5: Parallelism and Case study

Optimization of basic blocks.

The DAG representation of basic blocks.

Peep hole optimization.

Instruction- level  parallelism-Instruction  pipelines and branch

Delays — pipelined execution.

Data dependence — dependencies among memory accesses.
Case Studies — Sun Compilers for SPARC.

IBMXL Compilers —Alpha compilers.

PA-RISC assembly language, COOL - (€Tassroom Object oriented
language), Compiler testing tools—SPIM.

References

1. Steven S.Muchnik, “Advanced s€ompileg. Design and'ilmplemgntation”, Morgan
Kaufmama, publishers, Elseviér.SCienge, #aeid, Lndian Reprint-2003.
. Compilers.Principles, Technigues'and Tools (2nd edition), Alfred \{. Aho, Monica S.

Lam, Ravi Sethi, and Jeffery DU limanpAddison Wesley, Boston, MA, 2006.

. Compilers: Rrineiples, Technigties and Keels, Aho, A. V, Setht, R and Ullman, J. D.
Pearson E¢lucation, 1986.

. D. M. Dhamdheres Gompiler Constriction” (2/€), Magmilian.

. Cooper &Torczon, “Engineering.a CompilerElsevier.

. K C. Louden, “Conipileri€ortsteuction: Principles and, Practice”’Cengage.
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CATEGORY CREDIT

24SJ1ECS011 BIOINFORMATICS PROGRAM
ELECTIVE 2

Preamble: This course provides an exposure to the fundamental concepts and techniques in
molecular biology and Bioinformatics. Accessing, retrieval and analysis of data from
different types of biological databases are examined in this course. Sequence Alignment and
Phylogenetic analysis helps to identify the relationship between species. Protein structure
prediction and application of machine learning to bioinformatics is also discussed. This
course helps the learners to identify computational problems in molecular biology and apply
efficient algorithms to solve them.

Course Outcomes: After the-eompletion-ef the courséthe student will be able to

col Make use of fundamental-concepts of molecular Biology to provide computational

solutions (Cognitive.Knowledge Level_Understand)

Utilize bioinfermatics tools _and databases for “retrieving, analysing and
understanding biglogical data(@0gmitive. Rmowledge Level: Apply)

Analyze.multiple sequences and“find ‘eonserved.regions. (Cognitive Knowledge
Level: Analyze)

Find the telatiofiships between.speciesiby eonstructing phylogenetic tree. (Cognitive
Knowledge Levet; Apply)

Predict unknown protein.structures and apply concepts ofiMachine learning and their
applications in Biginformatics. £Cognitive, Kn@wledge.Level: Apply)

Design, Develop, Implement and Present inndvative ideas on Bioinformatics
techniques. (Cognitive Knowledge Level: Create)

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.
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PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load 'management skills related to project management
and finance which focus an Entrepreneurship and, Industeyelevance.

Mapping of course outcorieswith program outeomes

PO1 PO PO 3 POs5

co1l
CO2 7
Co3 (A
CO4 ~
CO5 %
CO6 : A

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours
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Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

I. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

ii. Course based task / Seminar/ Data collection and interpretation : 15 marks
iii. Test paper (1 number) : 10 marks

Test paper shall include minimunt80% of-the syllabus.

Course based task/test papér.questions shall bé useful inthe iesting of knowledge, skills,
comprehension, application,analysis, synthesis, evaluation and understahding of the students.

End Semester xamination Patiern:

The end semester examination will be conducted by the respective College.

There will be two paris; Part A and Part B.

Part A will contain 5_numerical/short answer questions with 1 question'from each module, having 5
marks for each questions Students should answer all'questions. Part'B:will contain 7 questions (such
questions shall be useful in the“tgsting-of overall achievement and maturity of the students in a
course, through long answerquestions refating to theoretical/practical knowledge, derivations,
problem solving and guantitative evaluation), ' with minimum one question from each module
of which student should answer any five. Each question can carry 7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained for the ESE for an elective course shall not exceed 20% over the average
ESE mark % for the core courses. ESE marks awarded to a student for each elective course shall be
normalized accordingly.

For example, if the average end semester mark % for a core course is 40, then the maximum eligible

mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

Page 151 of 335



1. Explain the bio-sequences associated with central dogma of molecular biology.
2. Define translation. List two essential roles of ribosome during translation.
Course Outcome 2 (CO2)

1. Discuss the applications of Bioinformatics.

2. Examine the importance of primary biological databases.

Course Outcome 3(CO3):

1. Using Needleman and Wunsch dynamic programming method, construct the partial
alignment score table for the following two sequences, using the following scoring
parameters: match score: +5, mismatch score: -1, gap penalty: -2.

GCATGCU
GATTACA

Write down™the .optimal ‘global= alignment -betweeq “these Sequences along with
optimal score,

Course Outcome 4(C0O4):

1. Use UPGMA torrgconstruct aphylogeneticdregusing the follgwing-distance matrix.

Course Outcome 5 (CO5):

1. Examine different algorithms for protein folding.

2. Elaborate Chou-Fasman and GOR methods for predicting secondary structure.

Course Outcome 6 (CO6):
1. Perform Phylogenetic Analysis on 2 gene Sequences.

2. Examine Microarrays and their applications in Bioinformatics.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES:2

FIRST SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ1ECS011
Course Name: Bioinformatics
Max. Marks: 60 Duration: 2.5 Hours
PARTA

Answer AH QuestionssEach Question Carrigs 5 Marks

Explain the conceptiof hase pairing. Ifthe amount.of thyminein genoma is
30%, calculate_the perecentage of ¢ytosSine?
Compare and centrast DDBJ, Genbank.

Differentiate PAIM and BLOSUM series.
Differentiate betweenrroeted and unrodted phylogenetic tees. How many
rooted and unrootedtrées are possible for n.species?

5. Explain the significance of.pratein folding.

Part B

(Answer any five questions. Each guéstion carries 7. marks)

6. (a) Ifthe sequence of one strand of DNA is written as follows:

5-ATGCATGCATGCATGCATGCATGCATGC-3'

Construct the sequence of complementary strand.

(b) With the help of a diagram explain the concept of central dogma of molecular
Biology.

Describe the importance of biological databases in bioinformatics. Explain
Protein sequence databases.

Define scoring matrices? Explain how PAM is derived?
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Using Smith Waterman method, construct the partial alignment scoring table
and obtain the optimal local alignment of the following two sequences:

_ACGTATCGCGTATA
GATGCTCTCGGAJAA

Illustrate the concept of a phylogenetic tree? Explain the steps of UPGMA
method for phylogenetic tree construction with an example.

Explain the significance of Hidden Markov Model in bioinformatics. Discuss
the advantages and disadvantages of using HMMs

Explain any two methods for Protein Secondary Structure Prediction.

SyHabus

Module 1: Molecular Bitlogy

Biomolecules-DNA,/RNArand proteins-Components and strugtuse, Genome organization.
Letter codes for aming.acids. Central degma of moleeular Biology. Genetic code. Interatomic
forces in proteins, different levels of proteimssiruciure; protein domains, Moijfs.

Module 2: Bioinformatics

Definition and brief history. Bioinformatics v§ Camputational Biglogy. Scope and research
areas of Bioinformatics: Data archives: Biological Databases,classifieation and importance;
Nucleic acid databages: GenBank, DDBJ, EMB. Protein Sequence Databases: SwissProt,
PIR. Derived databases: InterPre, "Rrosite, Pfam. Struettire Databases: RCSB PDB, CATH,
SCOP. Bibliographic Databases: RubMed, MEDLINES Speetalized databases. Gateways to
archives: Entrez, SRS, ExPASy.

Module 3: Sequence Alignment

Concept of sequence alignment, Gaps in alignment, Scoring matrices: PAM and BLOSUM,
Alignment of pairs of sequences: Dot Plot, Dynamic Programming, Alignment algorithms:
The Needleman and Wunsch algorithm, Smith-Waterman algorithm. Search for homologous
sequences using BLAST and FASTA programs. Statistical significance of database searches.
Multiple sequence Alignment: Concept and Algorithms in MSA. Tools: Clustal, Mega.

Module 4: Molecular Phylogenetics

Concept and its relation to Multiple Sequence Alignment. Representation of phylogeny.
Concept of Outgroup. Gene and Species phylogeny. Phylogenetic tree construction methods:
Distance based and Character based. Phylogenetic software’s: PHYLIP, MrBayes.
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Module 5: Protein Structure Prediction and Advanced Bioinformatics

Protein Stability and folding, Ramachandran plot, Homology modelling, Energy
minimization, CASP; Protein structure prediction software’s: ESyPred3D, Rosetta; PSI-
BLAST; Introduction to machine learning techniques: Hidden Markov models, Genetic
algorithms and artificial neural networks. Applications of machine learning techniques in
multiple sequence alignment, structure prediction and phylogenetic analysis

Course Plan

No. of
Lectures
(40 Hours)

Module 1: Molecular-Biolagy 5
Biomolecules-DNA, RNA-and proteins 1

Components and structure.-Genome. Qrganization. Letter eedes for

amino acids,

Central dagma of molecular Biclogy

Genetigcode._Interatomie-forces m proteins

Different [8vels of protein strééture, protein d@mains, motifs:

Module 2: Bioinformatics

Definition and brief.Mistory. Bioinforgiatics vs Computational Biology,

Scope and research areas.of-Bioinformatics

Data archives: Biolggi€al Databases-classificatton afd importance,
Nucleic acid databases: GenBank, DDBY, EMB

Protein Sequence Databases: SwissProt, PIR

Derived databases: InterPro, Prosite, Pfam

Structure Databases: RCSB PDB, CATH, SCOP

Bibliographic Databases: PubMed, MEDLINE

Specialized databases. Gateways to archives: Entrez, SRS, EXPASy.

Module 3: Sequence Alignment

Concept of sequence alignment, Gaps in alignment
Scoring matrices: PAM and BLOSUM

Alignment of pairs of sequences: Dot Plot, Dynamic Programming

Alignment algorithms: The Needleman and Wunsch algorithm
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Smith-Waterman algorithm

Search for homologous sequences using BLAST and FASTA programs

Statistical significance of database searches

Multiple sequence Alignment: Concept
Algorithms in MSA
Tools: Clustal, Mega.

Module 4: Molecular Phylogenetics

Concept and its relation to Multiple Sequence Alignment

Representation of phylogeny

Concept of Outgroup

Gene and Species_phylogeny

Phylogenetic treg coristruction metheds: Distante.bhased (Leeture 1)

Phylogenetic treeseonstruction-methods: ‘Distance based*(J=ectlire 2)

Phylogenetic tteé construction methads: Character based

N S I I I

Phylogenetic software’s: PHGLIP *MrBayes

=
o

Modules57 Protein Strusture Prediction and”Adwvanced

Bioinformaties

Protein Stability-and folding

Ramachandrah plet, Homology modelling

Energy minimization

CASP; Protein stracturepredictiomssoftware’s: ' BSyRred38, Rosetta
PSI-BLAST

Introduction to machine learning techniques: Hidden Markov models

Genetic algorithms

Artificial neural networks

e e e = Y e =Y =

Applications of machine learning techniques in multiple sequence

alignment

Structure prediction and phylogenetic analysis

References

1. Jin Xiong, Essential Bioinformatics, Cambridge University Press, 2006.

2. Brown T. A. Genomes 3, 3" edition, BIOS Scientific Publishers Limited, 2007.

Page 156 of 335



. Jeremy M. Berg, John L. Tymoczko, Lubert Stryer, Biochemistry, 5th Edition, W. H.
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. Dan E. Krane, Fundamental concepts of Bioinformatics, 3 Edition, Pearson
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CODE COURSE NAME CATEGORY CREDIT

24SJ1RGE100, RESEARCH METHODOLOGY
AND IPR

Preamble: This course introduces the strategies and methods related to scientific research. The
students are also trained in the oral presentation with visual aids and writing technical
thesis/reports/research papers. The salient aspects of publication and patenting along with the
crucial role of ethics in research is discussed.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Approach research projects with-enthustasm and creativity.

CO 2 | Conduct literature survey and defipe ggsearch proflem

CO 3 | Adopt suitable methoddlogies-forsolutionofihe problem

CO 4 | Deliver well-strtictureg'technicalpresentations.and writg.iechnical reports.

CO 5 | Publish/Patent.fesearch outcome.

Mapping of cousse autcomes with program outeomes

PO 1 PO 2 3 PO%4
CO1 8 2 > -

CO2 2
CO3 2
CO4 3
CO>5 3

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70 %
Analyse 30 %
Evaluate

Create
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Mark distribution

Total ESE
IE .
Marks = Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Course based task: 15 marks
Some sample course based tasks that can be performed by the student given below.
o Conduct a group discussion based on the good practices in research.
o Conduct literature survey on a suitable research topic and prepare a report
based on this.

Seminar: 15 marks
Test paper: 10 marks

End Semester Examination Pattern:

Total Marks: 60
The examination will‘be conducted by the respective college with the question provided by the
University. The fexamination will be fer 1504minties and contain two:-paris; Part A and Part B.

Part A will contain’ short answer questions.with 1 q@estion each frem medules 1 to 4, and 2
questions from module5. Each question-carries 5 marks. Part B/will contain only 1 question
based on a researcharticle, from the respectiveidiscipline and garsies 30 marks. The students
are to answer the questionsbased on that research article.

Sample question for part Busgiven below:

PART B
Read the given article and'wite a report that addresses the following

issues (The article given can be specific to the discipline concerned)

What is the main research problem addressed?

Identify the type of research

Discuss the short comings in literature review if any?

Discuss the significance of the study

Discuss appropriateness of the methodology used for the study

Summarize the important results and contributions by the authors
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Syllabus and Course Plan

Topic

No. of
Lectures

Introduction

Meaning and significance of research, Skills, habits and attitudes
for research, Types of research,

Characteristics of good research, Research process

Motivation for research: Motivational talks on research: "You and
Your Research"- Richard Hamming

Thinking skills: Levels and styles of thinking, common-sense and
scientific thinking, examples, logical thinking, division into sub-
problems, verhalization, awareness of scale.

Creativity: Some defipitigns,! illustrations.from™day to day life,
intelligence versus craativigy, fereative 'prgcess,. requirements for
creativity

Literature sukveyRroblem definition -

Information gathéring — reading, searching and documaentation;
types of literattires’ Journal index.anddimpaet factor.

Integration of rgsearch litergilre®™and®™eentification of \research
gaps

Attributes and-sources of researchiproolems;jproblem formuiation,
Research question, multiple;approaghesste a problem

Problem’; solvigg®, strategies™. % ref@rméflation or rephrasing,
techniques jof{~) representation, 7§ Importance  oF ~graphical
representation; examples,

Analytical and analogical reasoning; examples; Creative problem
solving using Triz,_PRrescriptionsifor developthg cfeativity and
problem solving.

Experimental and modelling skills

Scientific method; role of hypothesis in experiment; units and
dimensions; dependent and independent variables; control in
experiment

precision and accuracy; need for precision; definition, detection,
estimation and reduction of random errors; statistical treatment of
data; definition, detection and elimination of systematic errors;

Design of experiments; experimental logic; documentation

Types of models; stages in modelling; curve fitting; the role of
approximations;  problem representation; logical reasoning;
mathematical skills;

Continuum/meso/micro  scale  approaches  for  numerical
simulation;
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Two case studies illustrating experimental and modelling skills.

Effective communication - oral and written

Examples illustrating the importance of effective communication;
stages and dimensions of a communication process.

Oral communication —verbal and non-verbal, casual, formal and
informal communication; interactive communication; listening;
form, content and delivery; various contexts for speaking-
conference, seminar etc.

Guidelines for preparation of good presentation slides.

Written communication - form, content and language; layout,
typography and illustrations; nomenclature, reference and citation
styles, contexts for writing — paper, thesis, reports etc. Tools for
document preparation-LaTeX.

Common errors in typing ane-documentation

Publication and-Patents

Relative importange "of .wvarious. formssof publieationy Choiee of
journal andfreviewingprocess, Stages_in-the realization o0f-a paper.
Research metrieS-Journal level, -Article-level and Adthor [evel,
Plagiarism and-esearch ethics

Introductien to IPR, Conceptsief IER, Typesok IPR
Commaon~rules jof IPR-pracCtices, " Types and ikeatures of., IPR
Agreement, Trademark

Patents- Gancept; Objectives amg Denefits, features, Patent process
— steps and_procedures

Reference Books

1. E. M. Phillips and D. S. Pugh, {How t0get a PhbD.- a handbook for PhD students and
their supervisors”, Viva books Pvt'Lid:
. G. L. Squires, "Practical physics", Cambridge University Press
. Antony Wilson, Jane Gregory, Steve Miller, Shirley Earl, Handbook of Science
Communication, Overseas Press India Pvt Ltd, New Delhi, 1st edition 2005
. C. R. Kothari, Research Methodology, New Age International, 2004
Panneerselvam, Research Methodology, Prentice Hall of India, New Delhi, 2012.
Leedy P. D., Practical Research: Planning and Design, McMillan Publishing Co.
Day R. A., How to Write and Publish a Scientific Paper, Cambridge University Press,
1989.
8. William Strunk Jr., Elements of Style, Fingerprint Publishing, 2020
9. Peter Medawar, 'Advice to Young Scientist', Alfred P. Sloan Foundation Series, 1979.
10. E. O. Wilson, Letters to a Young Scientist, Liveright, 2014.
11. R. Hamming, You and Your Research, 1986 Talk at Bell Labs.
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CATEGORY
24SJ1LCS100, COMPUTING LAB 1

Credit

Laboratory 1

Preamble: study of the course enables the learners to make use of the machine learning
and algorithms to derive data insights. The course provides exposure to the de

concepts
sign and

implementation aspects of machine learning algorithms such as decision trees, regression, naive
bayes algorithm, clustering algorithms and artificial neural network. This helps the students to

develop machine learning based solutions to real world problems.

Course Outcomes: After the completion of the course the student will be able to

CO# Course-@utcomes

Apply moderin machine-learfiing notions in‘predictive.data analysis(Cognitive

Knowledge Level. Apply)

weaknesses (Cognitive Knewledge'Level: Analyze)

Analyze® the range of machine Jdearning, algorithms along with their strengths and

Design and develop appropriategmachinerlearning models ta solve real world
(Cognitiveiknowledge Level*Analyze)

problems.

Level: Create)

Build predictive models from data and analyze their performance(Cognitive Knowledge

Program Outcomes ( PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing

the course.

PO1: An ability to independently carry out research/investigation and developmentwork in

engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex

engineering activities by interacting with the engineering fraternity and with society at large.
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: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate

bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world problems by

following the standards

: An ability to identify, select and apply appropriate techniques, resources and state-of-the-art

tool to model, analyse and solve practical engineering problems.

: An ability to engage in life-long learning for the design and development related to the stream
related problems taking into consideratian sustainability; societal, ethical and environmental

aspects

: An ability to develop.cognitive load management skills relatedte project management and

finance which facusqaw Bhtrepreneurship afid Industry relevarice:

Mapping of course outcomes withsprogram outcomes

PO1 PO3 PO5 PO6
\'1 lq‘A‘

Continuous Internal Evaluation Pattern:

The laboratory courses will be having only Continuous Internal Evaluation and carries 100
marks.

Final assessment shall be done by two examiners; one examiner will be a senior faculty from
the same department.

Continuous Evaluation : 60 marks

Final internal assessment : 40 marks
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Lab Report:

All the students attending the Lab should have a Fair Report. The report should
contains details of experiment such as Objective, Algorithm/Design, Description,
Implementation, Analysis, Results, and Outcome. The report should contain a print
out of the respective code with inputs addressing all the aspects of the algorithm
described and corresponding outputs. All the experiments noted in the fair report
should be verified by the faculty regularly. The fair report, properly certified by the

faculty, should be produced during the time of the final assessment.

Syllabus

Decision tree (ID3), Naive bayesian classifier,, Bayesian network, Expectation Maximization (EM)
algorithm,K-means algorithm, K-nearest neighbor;, ,Regression, Cross validation, Support
Vector Machine (SVM);" Artificial neural network, Backpropagation algorithm, Recurrent
Neural Networks (RNN), Long Short Term-Memory (LSTM),"Google colah.

Practice Questions

1. Write a program to demonstrate'the working.ofithe decision|tfee based ID3 algorithm.
Use an appropriate data set.for building the decisionstree and apply.this knowledge to

classify a new-sample.

Write a progham togdmplement the naive bayesian classifier for asample training data
set stored as a .CSVLifilex.Compute the lagcuracy of the.classifier,sconsidering few test
data sets.

Assuming a set of documents that need to be classified, Use-the naive bayesian Classifier
model to perform this task. Calgutate the-accuracy;. precision, and recall for your data
set.

Write a program to construct a Bayesian network considering medical data. Use this
model to demonstrate the diagnosis of heart patients using standard Heart Disease Data
Set. You can use Python ML library classes/API.

Apply EM algorithm to cluster a set of data stored in a .CSV file. Use the same data set
for clustering using k-Means algorithm. Compare the results of these two algorithms and
comment on the quality of clustering. You can add Python ML library classes/API in the
program.

Write a program to implement k-Nearest Neighbour algorithm to classify the iris data
set. Print both correct and wrong predictions. Python ML library classes can be used for
this problem.
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Implement the non-parametric Locally Weighted Regression algorithm in order to fit data
points. Select appropriate data set for your experiment and draw graphs.

Write a program to implement 5-fold cross validation on a given dataset. Compare the accuracy, precision,
recall, and F-score for your data set for different folds.

Implement SVM/Softmax classifier for CIFAR-10 dataset: (i) using KNN, (ii) using 3 layer neural
network.

. Build an Artificial Neural Network by implementing the Backpropagation algorithm and test the
same using appropriate data sets.

. Image Captioning with Vanilla RNNs..
. Image Captioning with LSTMs:

. Familiarisation of cloud-based-camputing like Google colab.

References:

. Jiawei Han, Micheline Kambher, Jian Pei. Data'Mining Concepts and Techniques, Third Edition.
Morgan Kaufmann.

Christopher M. Bishop*Pattern recognition.and machine learfhing: Springer 2006.
Ethem Alpaydin, Introductionto Machine Learning, 2nd edition, MIT Press 2010.

Mohammed J. Zaki and Wagner Meira, Data Mining and Analysis: Fundamental Concepts and
Algorithms, Cambridge University Press, First South Asia edition, 2016.

Goodfellow, I., Bengio,Y., and Courville, A., Deep Learning, MIT Press, 2016.

Neural Networks and Deep Learning, Aggarwal, Charu C., ¢ Springer International Publishing
AG, part of Springer Nature 2018.
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MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS| CREDIT
CODE CIA | ESE
ADVANCED DATA
24SJ2TCS100/ STRUCTURES AND 3 3
A 1%048J2MCS100 ALGORITHMS 40| 60 | 3-0-0
ADVANCED OPERATING
B | 24SJ2TCS001 SYSTEMS 140 | 60 | 3-0-0 3 3
% i 1 i
24SJ2ECSXXX/ =T : ™ [
C 948 J2ECMO02 PROGRAM ?EE.CTE/E fL If? _3(3 3-0-0 3 3
e T - FE=_ "
D 24SJ2ECSXXX | {PROGRAM ELECTIVE 4 40 £6Q, |J'3-0-0 3 3
& || u - ol "
- ? L 3 -'rr_ i
24SJ2EEXX XX o ANDUSTRY/% S P
/ | “=INTERDISCIPLINARY. 40 60 % "8 0-Bd= 3 3
E 24SJ2ECSXXX [sd ' ELECTIVE.r % e ]
e L L
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Total .~ ) ‘*ﬂoo 300 (J =5 | 21 18
1 a Lu. : ‘ - j': L
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*Applicable for M.Tech. (WP) only _ ™ot == = §
e I Rl W
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AMOO0C COUBSE_S,
NPTEL COURSE/ k& ° | ]
Course Code SWAYAM COURSE Institute/ SME Name Duration
College of Engineering, Guindy, (CEG),
24SJ2MCS100 DATA STRUCTURES Anna University 12 weeks
Dr. M. Deivamani
T Kharagpur,
DEEP LEARNIN 1 k
24SJ2ECMO002 G Prof. Prabir Kumar Biswas 2 weeks
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CODE COURSE NAME CATEGORY CREDIT
ADVANCED DATA
245J2TCS100 STRUCTURES AND
ALGORITHMS

DISCIPLINE
CORE 2

Preamble: The course introduces advanced data structures and algorithms in different
domains. The goal of this course is to provide a solid background in the design and analysis of
the major classes of algorithms. The course helps the learners to develop their own versions
for a given computational task and to compare and contrast their performance.

Course Outcomes: After the completion of the course the student will be able to:*

Analyse the relevance of amortized analysis and applications. (Cognitive Level:
Apply)

CO 2 | Hlustrate string matching algerithms, (€aghitive Level=Apply)

Ilustrate advangéd data'structuresTike Binomial-heap, Fibonacci heap, Disjoint set
and string-matchingzalgarithms. (Cognttive Level™Apply,)

CO 4 | lllustrate network*flow algorithms‘and abplications. (Cogntiive Level: Apply)
Make use of pgobabilistic algorithms and approximation‘algarithms in computing.
(Cognitive Levelz Apply)

Design, develep and implementisofiwaressingadvanced datastruetyres and
algorithyms. (Cognitive Level Create)

CO1

CO3

CO5

CO6

* The COs shown are onlysindicative. For. Bachféourse,-there can be 4406 COs.

Program Outcomes (PO)

Outcomes are the attributes that are 10 be-demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry ouresearch/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.
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POG6: An ability to engage in life-long: stream related problems taking into consideration
sustainability, societal, ethical and environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1
CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category End SemesterExgmination

Apply 80%
Analyse 20%
Evaluate

Create

Mark distribution

Total ESE
CIE B
Marks Defration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation 1 40 marks

Micro project/Course based project : 20 marks

Course based task/Seminar/Quiz : 10 marks

Test paper, 1 no. : 10 marks

The project shall be done individually. Group projects not permitted.
Test paper shall include minimum 80% of the syllabus.
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Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the students.

End Semester Examination Pattern:

The end semester examination will be conducted by the University. There will be two parts;
Part A and Part B. Part A contain 5 numerical questions with 1 question from each module,
having 5 marks for each question. (such questions shall be useful in the testing of knowledge,
skills, comprehension, application, analysis, synthesis, evaluation and understanding of the
students). Students shall answer all questions.

Part B will contain 7 questions (such questions shall be useful in the testing of overall
achievement and maturity of the students in a course, through long answer questions relating to
theoretical/practical knowledge, derivations, prohlem solving and quantitative evaluation), with
minimum one question from eagh-module ‘'ef“which_student should answer any five. Each
question can carry 7 marks.

Total duration of the examination Will be- 150 minutes.

Course Level Assessiment Queéstions
Course Outcome 1 (CO1):
4. Explain how the ‘accounting method ©of amortized analysi§ can«be applied to stack
operations.

5. Suppose we'perform! a sequenceé of n operations on-a data structure in which the it
operation costs i_if T isian exact power 'ofi 2j7and. 1 otherwise: Use aggregate analysis to
determine the amortized.cost per operation.

6. What is the total cost of.exeeuting n.of the'stack gperations PUSH, POP, and MULTIPOP,
assuming that the stack heginswith so objects and finishes-with s, objects? Use potential
method.

Course Outcome 2 (CO2)
7. Use an aggregate analysis to show that the running time of KMP-MATCHER is 0(n).

8. Working modulo g = 11, how many spurious hits does the Rabin-Karp matcher encounter
in the text T = 3141592653589793 when looking for the pattern P = 26?

9. Compute the prefix function z for the pattern ababbabbabbababbabb

Course Outcome 3(CO3):
10.  Analyse the time complexity of decrease-key operation of Fibonacci heap.

11. Illustrate extract-min operation of Binomial heap.
12. Explain the heuristics used in disjoint set data structure to improve the running time.

Course Outcome 4 (CO4):
8. Show the execution of the Edmonds-Karp algorithm on the given flow network (source: A
and sink: J).

Page 170 of 335



9. In the following figure, compute flow across the cut ({s, vz, va}, {v1, v3, t}). What is the
capacity of th.rsL{;“ 32128

¥3

"-."‘-I'\'h - ;
- -, -

10. State and prove max ffow min cut theorem.

Course Outcome 5(CQ5):
10. lustrate*Miller-Rabin primaligy testing method,

11. Explainprobabilistic selection.algerithms.

Course Outcome 6 (COB):
6. Explain the approximation algorithm-for‘supset-sum problem.

7. Consider each of ithe fotlowing words as-a set of letters? {arids-dash, drain, heard, lost,
nose, shun, slate, snare, thread}. Show which set cover GREEDY-SET-COVER produces
when we break ties in favor, of.the Wordithat appears fifst in ihe-dictionary.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 4

SECOND SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR

Course Code: 245J2TCS100

Course Name: ADVANCED DATA STRUCTHRES AND ALGORITHMS
Max. Marks : 60 Duration: 2.5 Hours
PART A

AnswerAll Questions. Each.Question Carrigs's Makks

Explain accounting method of amortized analysis with a suitable example.

Explain the algorithm for uniting twe binemialsheaps and analyse the running
time.

Maximum matching infa Ripartite grap“G €arresponds to a maximum flow in its
corresponding flow/nétwork G’. Comment! on this statenderit. Explain how
maximum flow preblem can™he used-to solvermaximum “bipartite matching
problem.

Explain the probabilistic algoritim for verifying"matrix. multiplication problem.
Explain the approximation algorithm fortraveling-salesperson problem.
(5x5=25)
PartB

(Answer any five questions. Each question carries 7 marks)

Describe Knuth-Morris-Pratt algorithm and illustrate using given text T =
AABAACAADAABAABA and pattern P = AABA.

Using potential method, compute the amortized cost of incrementing a binary
counter.

Suppose we perform a sequence of n operations on a data structure in which
the i operation costs i if i is an exact power of 2, and 1 otherwise. Use
accounting method of amortized analysis to determine the amortized cost per
operation.
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8. (a Explainhow disjoint set data structure is used to find connected components
) on an undirected graph.
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Model Question Paper

(b) Show the binomial heap that results when a node with key 11 is deleted from
the binomial heap shown in figure.

Heap [H]—>®

9. (a) Explain the struictureof Fibonacci-heap:

(b) Apply extraet minimum operatigmgon the Fibonagei-heap showrrin figure and
show the restilt.

10 Describe Ford-Fulkerson algorithm and apply on the following network. Also
obtain minimum cut across the network.(7)

Page 174 of 335



11 (a) Apply Miller-Rabin algorithm to test whether the number 341 is prime or not.
(b) Explain probabilistic quick sort algorithm.

12 (a) Describe polynomial-time approximation scheme and fully polynomial-time
approximation scheme.
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Model Question Paper

Give an example of a graph for which APPROX-VERTEX-COVER always
yields a suboptimal solution.

Syllabus

Module — 1 (Amortized analysis and String matching)

Overview of asymptotic notations and complexity analysis, Amortized analysis — aggregate
analysis, accounting method, potential method.

String matching — introduction, Rabin-Karpalgorithm, Kauth-Morris-Pratt algorithm.

Module -2 (Advanced datastructires)

Overview of binary heap operations, Binomial tree and heap,“Binomial heap operations,
Fibonacci heap struciurey. Fibonacci heap operations, Disjoini-set # overview, linked list
representation, disjoint set forests.

Module — 3 (Network flow)
Network flow preperties, examples, residual ‘network, augmenting path; cut of network,

maxflow-mincut. theoremn, Ford-Fulkerson algorithm, Edmonds-Karp algorithm, maximum
bipartite matching.

Module -4 (Probabilistic algorithms)

Introduction, types®, of _prohabilistic* algorithms;” Numeérical atgorithms — Numerical
integration, Probabilistic™ counting;~_Monte-Carle™ algorithms — Verifying matrix
multiplication.

Number theory fundamentals — modulararithmetic, modular exponentiation, Euler's Theorem
and Fermat's Theorem, Primality testing — Miller-Rabin test.

Las Vegas algorithms — Probabilistic selection and quick sort.

Module — 5 (Approximation algorithms)
Introduction, Vertex-cover problem, Traveling-salesman problem, Set-covering problem,
Subset-sum problem.
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Course Plan (For 3 credit courses, the¢spipiniear kedir e Bra RO RGA GESE fRE! S €SS

the content can be for 26 hrs. The audit course in third semester can have content for 30

hours).

No

Topic

No. of
Lectures
(37)

Module — 1 (Amortized analysis and String matching)

Overview of asymptotic notations and complexity analysis

Amortized analysis — aggregate analysis

accounting method

potential method

String matching — introduction

Rabin-Karp algorithm

Knuth-Morris-Pratt. algorithm (1)

Knuth-Morris-Prait algarithm(2)

PR R R R PR -

Module - 2 {AdVvaneed data structures)

Overview of. binagy fieap operations

Binomial iree and heap

Binomial heap operations (1)

Binomial heap operations (2)

Fibonadci heap structure

Fibonacci heap-operations (1)

Fibonacci heap @perations (2)

Disjoint set — pveryiew, linked list représentation

disjoint set forests

RPlR R PR PR R

Module — 3 (Network fow)

Network flow properti€s; examples

residual network, augmentingpath, cut-ef netivork

maxflow-mincut theorem

Ford-Fulkerson algorithm

Edmonds-Karp algorithm

Maximum bipartite matching

Module — 4 (Probabilistic algorithms)

Introduction, types of probabilistic algorithms

Numerical algorithms — Numerical integration, Probabilistic counting

Monte-Carlo algorithms — Verifying matrix multiplication

Number theory fundamentals — modular arithmetic, modular
exponentiation

Euler's Theorem and Fermat's Theorem

Primality testing — Miller-Rabin test (1)

Primality testing — Miller-Rabin test (2)

Las Vegas algorithms — Probabilistic selection and quick sort
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Module - 5 (Approximation algorithms)

Introduction

Vertex-cover problem

Traveling-salesman problem

Set-covering problem

Subset-sum problem (1)

Subset-sum problem (2)
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CODE COURSE NAME CATEGORY CREDIT

ADVANCED OPERATING PROGRAM
245J2TC001 SYSTEMS CORE 3 3

Preamble: Study of this course enables the learners to understand the configuration and
functions of OS Kernel and have an overview on concepts implemented in modern operating
systems. The course focus on providing information on the design and implementation of the
Linux kernel modules. This course will help the learners to suggest solutions/ modify the
existing architectural features.

Course Outcomes: After the completion of the course the student will be able to

Illustrate the concepts of process#nanagement and process scheduling mechanisms
employed in the Linux operating system. (Cogiitive Knowledge Level: Apply)
Describe the set of interfacesiby Whieh' the-proGgss-rinfing«in user space can interact
CO 2 | with the system ahd haw, theKernel manages the.varigus interrupts. (Cognitive
Knowledge Level: Apply)

Apply variols syachronization methods to write race freg,cade.f{(Cognitive
Knowledge- L evel:"Apply)

CO1

CO3

Demonstrate how the kernel handles'memory aad implementation of the file system.
(Cognitive-Knowledge Level="Apply)

Analyze how kernel manages block-devices'and their requests.and identify the issues
to be considered inwriting portable €o0gs(Cegnitive Knowledge Level: Analyze)
Design and implement different kernekmodules. (Cognitive Knbwledge Level:
Create)

CO4

CO5

CO6

Program Outcomes (PO)

Outcomes are the attributes that are'to he demonstrated by a graduate after completing the
course.

POL1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1 & 7))

CO2 ¢

CO3

CO4

CO5

CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%580%

Analyze 30%-40%

Evaluate

Create

Mark distribution

Total

Marks CIE ESE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation 1 40 marks

Micro project/Course based project : 20 marks

Course based task/Seminar/Quiz : 10 marks

Test paper, 1 no. : 10 marks

The project shall be done individually. Group projects not permitted.

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be condueted by the University. There will be two parts;
Part A and Part B. Rart"A gontain 5 numegical guestions with 1 gugstion from each module,
having 5 marks for_each-question. (such questions shall be useful in the testing of knowledge,
skills, comprehension,~application, analysis, synthesis, evaluation and understanding of the
students). Students shalt answer all questions:

Part B will contain’ 7 questions (such™guestions shall be useful - the. testing of overall
achievement and maturityof the students Taa course; through long answer-guestions relating to
theoretical/practical knowledge, derivations, problem solving and guantitative evaluation), with
minimum one question fromr'each module of*which- student” should_answer any five. Each
question can carry 7 marks.

Total duration of the examination.willtbe 150 minutes.

Course Level Assessment Questions

Course Outcome 1 (CO1):

How does Linux process scheduler ensure a fair share of its computational power among
the executing process.

By default the child process starts execution in Linux. Discuss the reason behind this.

How is TASK_INTERRUPTIBLE state different from TASK_UNINTERRUPTIBLE
state ? Suppose a process is waiting for a specific event to happen. Which state should it
be assigned?

Course Outcome 2 (CO2):

3. Mlustrate the role of system calls in Linux.
4. Can we use work queues in an interrupt context? Justify your answer.

Page 182 of 335



5. In interrupt processing, if the deferred work needs to run in interrupt context and should
guarantee that no two of same type can run concurrently, which bottom half can be
preferred. Write notes on its implementation and usage.

Course Outcome 3(CO3):

2. What trouble arises if a kernel code which has acquired a spin lock is interrupted by an
interrupt handler trying to acquire the same spin lock? Is it possible to avoid such a
situation ? How ?

If your code needs to sleep, which is often the case when synchronizing with user-space:
Explain which synchronization method is most suitable for the above scenario?
4. List out the various aspects of scalability and contention.

Course Outcome 4 (COA4):

i Differentiate vmalloc() and kmaloc()?.\Which"of these must be used for allocating
memory for hardware deviees? Why?
Explain the design of,the sfabtayer. Also explain the.advantage of slab layer allocation of
kernel objects. -
Ilustrate the importange O6f zones in LintX memory management.

Course Outcome 5 (CO5):

(c) Before the 2.6-kernel, buffer head'was'used forblock 1/O whereas in the|later kernels, it
has been replaced-By biostructureias. thelbasic’eontainer-for blo¢ck’I/O! Why?

(d) Discuss the significance of an. 1/Q seheguler, What drawback of“ihe deadline 1/0
scheduler is overcome, hy the anticipatarygif© seheduler?

(e) Describe the measuresto'avoid data alignment issues.

Course Outcome 6 (CO6):

v Design and implement asprocess scheduler.
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Model Question Paper
QP CODE:

Reg No:

Name: PAGES : 2

SECOND SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24S5J2TCS001
Course Name: ADVANCED OPERATING SYSTEMS

Max. Marks : 60 Duration: 2.5 Hours
PARTA

Answer AlkQudestions,;Each Question Garries 5 Marks

Discuss about Linux-#mplementation of threads.

Describe how thework queue -meehanism differs from other ;bottom half
mechanisms.

Explain pre-emption disabling andulist itSiadvantages:
Specify the context in which kfreé() isingeded.
Elaborate the working of the deadline 1/©.8cheduler and descrike-Linus Elevator.

PartB
(Answer any five-qugstions.Each:gtrestion ¢arries ¥ marks)

(@) How does Linux process scheduler ensurea faie-share of its computational
power among the executing“process.

(b) Consider a scenario with two runnable tasks: a text editor and a video
encoder. Analyse the scheduling policy in action.

(@ Discuss how system calls are implemented and parameters are verified.

Describe the methods used in enabling and disabling interrupts? Justify the
significance of disabling an interrupt line.

Explain the trouble that arises if a kernel code which has acquired a spin lock
is interrupted by an interrupt handler trying to acquire the same spin lock? Is
it possible to avoid such a situation ? How ?

Illustrate the importance of zones in Linux memory management.
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(b) Explain the design of slab layer and the advantage of slab layer allocation of
kernel objects.

10 (a) Explain data alignment. Describe the measures to avoid data alignment
issues.

(b) List the difference between big Endian and little Endian byte ordering
11 (a) How does the TASK_INTERRUPTIBLE state differ  from

TASK_UNINTERRUPTIBLE state ? If a process is waiting for a specific
event to happen, which state should be assigned?

Explain the situation where individual members of a task list are
deallocated?

Explain the significance of thes bottem. half mechanism. In interrupt
processing, if the deferred™work needS to run-ift interrupt context and should

guarantee that no two of same;type-run eonclireathys“which bottom half is
preferred. Justify.

Sytfabtss
Module 1: Procéss Management andsScheéiling

Introduction to the.tinux kernel, Process Management — Process, Rrecess descriptor and the
task structure, Process creation, The Linux implementation of ;threads, Process termination.
Process Scheduling " Multitasking, Linux’Sgprocess scheduler, Poli¢y, Linux scheduling
algorithm, Preemptiortane-contextswitching, Real-time schedufingpolicies.

Module 2: System calls and Interrupts

System Calls - Communicating with the'Kernel . Syscalls, System call handler, System call
implementation, System call context . Interrupts and Interrupt Handlers — Interrupts, Interrupt
handlers, Top halves versus bottom halves, Registering an interrupt handler, Writing an
interrupt handler, Interrupt context, Interrupt control. Bottom Halves — Task queues, Softirgs,
Tasklets, Work queues.

Module 3: Kernel Synchronization

Kernel Synchronization — Critical regions and race conditions, Locking, Deadlocks,
Contention and scalability. Kernel Synchronization Methods — Atomic operations, Spin locks,
Semaphores, Mutexes, Completion variables, BKL: The Big Kernel Lock, Sequential locks,
Preemption disabling.
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Module 4: Memory Management and Virtual File System

Memory Management — Pages, Zones, kmalloc(), kfree(), vmalloc(), Slab layer — design, Per-
CPU allocations. The Virtual File system — VFS objects, data structures, relationship and
functionalities.

Module 5: Block 1/0 Layer and Portability

The Block 1/0 Layer — Buffers and buffer heads, Request queues, I/O schedulers — Types,
Scheduler selection. Portability — Word size and data types, Data alignment, Byte order, Time,
Processor ordering

Course Plan

No. of
TopiT Lectures
(40 hrs)

Module 1: Process M@nagement and-Scheduling

Introduction to-the Linux kernel , Process =

Process descFiptorand the task structure

Process creatior=The Linux implemeatation,of-threads

Process termination, Multitaskiag

Linux’s precess'scheduler, Poliey

Linux scheduling lalgorithm

Preemption anecontext switching

Realtsime’scheduking policies

Module 2: System Calls and Interrupts

Communicating with the'KernelsSyscalls

System Call Handler, System Call.Implementation

System call context

Interrupts, Interrupt handles, op.halveswersus botom halves

Registering an Interrupt Handler

Writing an Interrupt Handler

Interrupt Context, Interrupt Control

Bottom Halves — Task Queues, Softirgs

Tasklets, Work Queues

Module 3: Kernel Synchronization

Critical regions and race conditions

Locking, Deadlocks

Contention and scalability

Kernel Synchronization Methods — Atomic operations

Spin locks

Semaphores

RRrRPrRPrRPrRPRRPR O R PR R R R R RO R PR R R R P~ o0

Mutexes, Completion variables
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BKL: The Big Kernel Lock

Sequential locks, Preemption disabling
Module 4: Memory Management and Virtual File System
Pages, Zones

kmalloc()

kfree(), vmalloc()

Slab Layer - Design

Per-CPU Allocations

The Virtual File system — VFS objects

Data structures, relationship and functionalities
Module 5 : The Block 1/0 Layer

Buffers and buffer heads

Request queues

I/0O Schedulers

Types, Scheduler Selection

Portability — Word size'and data types

Data Alignment;.Byte-Orer

Time, Processor erdering

A I I I I I I RN I I I o T Y N I Y S

Reference

Robert Lioye, “binux Kernel Devclopment®s3/@FAddison-Wesley, 2010.

Daniel Bovet, Marco Cesati, ¢ Understanding the Linux Kernel”, 3/6; OReilly Media
Inc., 2005,

Linux Kernel Architeeture — Wolfgang Mauerer.

Reilly Christian Benvenuti, “Understanding Einux NetworkInternals”, 1/e, OReilly
Media Inc.,2005.

Jonathan Corbet, Alessandro Rubini, Greg, Kroah-Hartman, “Linux Device Drivers”,
3/e, OReilly Media Inc., 2005

Operating Systems Concepts, 9th Edttion- Silberschatz, Galvin, Gagne
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CODE COURSE NAME CATEGORY CREDIT

PROGRAM
24SJ2ECS100 BIG DATA ANALYTICS ELECTIVE 3 3

Preamble: This course helps the learner to understand the basic concepts of data analytics.
This course covers mathematics for data analytics, Big data and its applications, techniques for
managing big data and data analysis & visualization using R programming tool. It enables the
learners to perform data analysis on a real-world scenario using appropriate tools.

Prerequisite: Nil

Course Outcomes: After the completion.af the geurse the student will be able to

Illustrate the concept far data apalytigsusing basicimathematics (Cognitive
Knowledge Level:Apply)

CO 2 | lllustrate the congepts-of.data analytics (Cognitive . Kmowledge Level: Apply)
Apply varigus Big.Data AnalyticS Techniques-using R.(€ognitive Knowledge
Level: Apply)

Access and Progess Data on Distrthated k 1esSystem and to Manage Job Execution in
Hadoop Envirgnment (Cognitive Knowledgeilievel: Apply)

Analyzethe Big Data usipg Advanced anatytical methods such as text analysis
(Cognitive Knowledge LevelZApply)

Design, Develop, Implement.and, Presentiinnevative ideas gnsdistributed algorithms
and technigues.(Cagnitive Knowledge L:evel: Create)

CO1

CO3

CO4

CO5

CO6

Program Outcomes ( PO)

Outcomes are the attributes that ‘are to_be demonstrated by a graduate after completing the
course.

POL1: An ability (o independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1
CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category EndSemester Exanupation

Apply: 0%:80%
Analyze 30%-40%
Evaluate

Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

4. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

5. Course based task / Seminar/ Data collection and interpretation : 15 marks
6. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination-Pattern:

The end semester examination:wil be conducted hy the respectitie Collége.

There will be two parts; Part A'and Part B.

Part A will contain 5 numerical/short answer questions with 1 'guestion from each module,
having 5 marks for each-'question. Students should ansvwer all guestions. Part B will contain 7
questions (such questionsishall be useful intthe testing of overall achievement and maturity of
the students in ja course, through long ;anaswer guestions relating=to.-theoretical/practical
knowledge, derivations, problem solving and quantiative evaluation),~with minimum one
question from each module,of which student should answer any five."Each question can carry
7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained=forthe "ESE for an elective cotirse.shall not exceed 20% over the
average ESE mark % for the core geurses. ESE marks awarded. to-a student for each elective
course shall be normalized actordingly,

For example if the average end semester mark %. for a core course is 40, then the maximum
eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):
3. Data Science has a big role to play than Bl in big data analytics. Give your view.

4, The number of members of a millionaires’ club were as follows:
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Member | 23 24 27 25 30
S

(@) What is the average growth rate of the membership?
(b) Based on the results of (i), how many members would one expect in 2018?

5. A On-line store has integrated Big Data across multiple IT systems to gather customer
transaction and interactions data in order to predict customer recommendations better.
Provide your view on how Bl and Data science handles the recommendations.

Course Outcome 2 (CO2):

4.  Assume you have more than two populations to consider? Which hypothesis testing
method would you adopt. State the injtial and alternate hypothesis for the same, How to
accept/reject these hypotheses?

Differentiate between type<l- error.and-type=2-error. /Do you think one is always more
serious than the othep. Justify:

6. How various t-tests eanbe done in R? Give the R functions for the.same and their usage.

Course Outcome 3(CQO3):

4. With a neat sketch illustrate the arehitecturedragram gf Hadoop File System.

5. llustrate the wqrKing,of a Map Reé@tice_program With example!

6. Explain the Avrosant File-Based Data. Stitigtures:
Course Outcome 4 (CO4):

3. Listand explain various Hadoogiecasystem compoments.

4. Explain the data analytic architecture’with'@diagram.

5. Giveacode in Hive which illustrate the functions to read and write data in to a database.
Course Outcome 5 (CO5):

(iv)Given a movie review dataset. Propose a technique by which sentiments can be analysed
from rated movie reviews.

(v) Which numerical statistic is intended to reflect how important a ‘word' is to a document in
a collection or corpus? Justify your answer and sort out the same using the following
example.

Given a document containing 100 words wherein the word ‘cat’ appears 3 times. Assume
there are ‘10 million’” documents and the word ‘cat’ appears in ‘one thousand’ of these.
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Course Outcome 6 (CO6):

1. Assume that a non-stationary time series with seasonal fluctuations of last 100 months is
given. Applying various methods illustrate how prediction can be done from this series
for next 12 months.

Model Question Paper

QP CODE:
Reg No:
Name: PAGES : 4

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
€ourse Code: 24SJ2ECS100

Course-Name. B+&-DALA ANALYTICS
Max. Marks : 60 = Duration: 2.5 Hours
PARTA

Answer All Questions. Each Question arries’s Marks

1. Data Sciencefhas aspig role to playgthangBkingbig daia analytics. Give your view (5)

2 Assume you havemore than two" popuiatiers t0" consider? \Which “hypothesis (5)
testing methodiwould.yau adopt. Statestherinttial’ and alternaie hypethesis for the
same, How to accept/reject.these hypothesgs?

With a neat sketch iltustsate the architecture diagram-of Hadoopifile System (5)
List and explain variousladogp'€cogystem components. (5)

Given a movie review dataset. Proposeia techmigue' by which sentiments can be (5)
analysed from rated movie reviews.

Part B
(Answer any five questions. Each question carries 7 marks)
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™ () The number of members of a millionaires’ club were as follows:

Year 2011 2012 2013 2014 2015

Member | 23 24 27 25 30 28
S

What is the average growth rate of the membership?

Based on the results of (i), how many members would one
expect in 2018?

(b) A On-line store has integrated Big Data across multiple IT systems to gather
customer transaction and interactions data in order to predict customer
recommendations better. Provide=yourgsview on how Bl and Data science
handles the recommendationg.

Differentiate between type-1_efror_and type-2 jerror. D@ you think one is
always more seridus than the-ether. Justify.

How various' t-tests=can be done-in' R? Give the R funeations. f@r the same and
their usage.

llustrate the warking of a MapiReduce programgwvith example
Explain tie"Avro and File-Based Data structures

Explain the data analytic architeciurgwithia diagram

Give a code.in.Hive which illustrate the functions to read,and.wyite data in to
a database

Syllabus
Module 1: Introduction to Data Analytics

Mathematics for Data Analytics - Descriptive statistics - Measures of central tendency and
dispersion, Association of two variables, Probability calculus - probability distributions,
Inductive statistics - Point estimation, Interval estimation, Hypothesis Testing - Basic
definitions, t-test

Introduction To Big Data: Big data characteristics, Features of Big Data, Evolution of Big
data, Analyst Perspective on Data Repositories , State of the Practice in Analytics, Bl Versus
Data Science.

Module 2: Introduction to R

Review of basic data analytic methods using R : Introduction to R, R graphical user interface-
data import and export-attribute and data type. Exploratory data analysis-Visualization, Dirty
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data, single and multiple variables, data exploration vs presentation. Statistical methods for
evaluation-Hypothesis testing, difference of means, Wilcoxon rank sum test, type I and Il
errors, power and sample size,

Module 3: Hadoop & HDFS

History of Hadoop, Apache Hadoop, Analysing Data with Unix tools, Analysing Data with
Hadoop, Hadoop Streaming, Hadoop Echo System, IBM Big Data Strategy, Introduction to
Infosphere Biglnsights and Big Sheets.

The Design of HDFS, HDFS Concepts, Command Line Interface, Hadoop file system
interfaces, Data flow, Data Ingest with Flume and Scoop and Hadoop archives, Hadoop 1/O:
Compression, Serialization, Avro and File-Based Data structures

Module 4: Map reduce & Hadoop Ecesystem

Anatomy of a Map Reduce Job Run, Failures, Job Scheduling, Shuffle and Sort, Task
Execution, Map Reduce {Typés.dad Formats, Map ReduCe Featurgs.

Pig : Introduction to'PIG, Execttion Modes of Pig, Comparisen of Pig'with Databases, Grunt,
Pig Latin, User Defingd+Functions, Data Processing operatoys: Hive—; Hive Shell, Hive
Services, Hive Metastore, Comparisonvwith Firaditienal Databases, HiveQL.

Module 5: AdvancedAnalytical Theory,Methods and Text Analysis

Advanced analytical theory and methods: Time Series Analysis-| Owerview of Time Series
Analysis, Box-Jepkins ;Methodology <ARIMA "Maedel, Autocorrelationi Function (ACF),
Autoregressive Models, Maving Average Madels"ARMA and ARIMA Models Building and
Evaluating an ARIMA"Madel.Reasons to Chg@se and Cautioss.

Course Plan

No. of
Topic Lectures
(40 hrs)

Module 1: Introduction to Data Analytics

Mathematics for Data Analytics - Descriptive statistics

Measures of central tendency and dispersion, Association of two variables
Probability calculus - probability distributions, Inductive statistics

Point estimation, Interval estimation, Hypothesis Testing - Basic
definitions, t-test

Introduction To Big Data: Big data characteristics

Features of Big Data,

Evolution of Big data, Analyst Perspective on Data Repositories

State of the Practice in Analytics Bl Versus Data Science
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Module 2: Introduction to R

Review of basic data analytic methods using R: Introduction to R

R graphical user interface-data import and export-attribute and data type

Exploratory data analysis-Visualization

Dirty data, single and multiple variables, data exploration vs presentation.

Statistical methods for evaluation

Hypothesis testing, Difference of means.

Wilcoxon rank sum test, type I and Il errors0.

Power and sample size.

Module 3: Hadoop & HDFS

History of Hadoop, Apache Hadoop

Analysing Data with Unix toolsgAnalysing Data with Hadoop

Hadoop Streaming

Hadoop Echo System; 1BM Big Data Strategy

Introductionito Infosplere Big-Insights.and Big Sheets.

The Design of HBES, HDFS Congeepts, Command Line [fiterface

Hadoop file system interfaces dData) flow, ¥Rata Ingest with Eltime and
Scoop and Hadeop archives

Hadoop §t70: Compressiom;, Serlalization, Avio_and. File-Based Data
structures

Module 43 Map reduce & Hadaoop-ECpSystem

Anatomy of aMap Reduce Job Run

Failures, Job Scheduling:

Shuffle and Sort, Task Execution

Map Reduce Types and FormaisMap Reduce-Features.

Pig: Introduction to PIG, ExecutionModes-ef Pig

Comparison of Pig with Databases, Grunt, Pig Latin

User Defined Functions, Data Processing operators.

Hive: Hive Shell, Hive Services, Hive Metastore, Comparison with
Traditional Databases, HiveQL.

Module 5: Advanced Analytical Theory, Methods and Text Analysis

Advanced analytical theory and methods: Time Series Analysis

Overview of Time Series Analysis.

Box-Jenkins Methodology ARIMA Model

Autocorrelation Function (ACF)

Autoregressive Models

Moving Average Models

ARMA and ARIMA Models Building
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Evaluating an ARIMA Model
Reasons to Choose and Cautions
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CODE COURSE NAME CATEGORY CREDIT

WIRELESS SENSOR PROGRAM

245J2ECS001 NETWORKS ELECTIVE 3 3

Preamble: This course gives an introduction to wireless sensor networks, which has helped to
develop a vast array of applications in diverse areas like agriculture, military, health and civil
infrastructures. The course deals with hardware aspects like sensors with their built in
transceivers and associated electronics as well as the softwares needed to run them. The MAC
layer with its myriad protocols, as well as routing layer protocols, are discussed in the course.
Localization of sensor nodes, deployment and coverage, as well as security of wireless sensor
networks also form part of the course. This course enables the learners to design and develop
wireless sensor protocols and applications.

Course Outcomes: After the completion of the-eourse the student will be able to

CO 1 | List the applications,~hardwaré and..softwarescaomponents of wireless sensor
networks, and the challenges faced-in_design™ef Sensoc-networks. (Cognitive

knowledge: Analyze) ]

Apply design principles and formulate necessary service interfaces-while designing a
wireless sepsor network (Cognitiveslknowledge ~Apply)

Design MAC protacols for wirgless Senser netwiorks takinginto dccount the specific
requiremepts of the network. (Cegnitive knowledge. Create)

Explain localization techniques, coverage problem and security issues in wireless
sensor networks(Cognitive kno\wiedge: Evaluate)

Design enetgy_effictent routing protogals for-wireless sensor networks (Cognitive
knowledge: Create)

Program Outcomes ( PO)

Outcomes are the attributes that are'to be.demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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the-art tools to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

PO 6
CO1 K 7)) (7))
CO?2 @ @ @

CO3 / g

CO4 >

CO5

Assessment Pattern

Bloom’s Category, End Semester Examirnation

Apply 70%-80%

Analyze 30%-40%

Evaluate

Create

Mark distribution

Total

Marks CIE ESE‘Duratien

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

4. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks
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5. Course based task / Seminar/ Data colfe€ M khbE RepsrEeNeE AN EENSARIEERING-CS1
6. Test paper (1 number) : 10 marks
Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:
The end semester examination will be conducted by the respective College.
There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 guestion from each module,
having 5 marks for each question. Students should answerall questions. Part B will contain 7
questions (such questions shall be useful-in the testing,of overalk.achievement and maturity of
the students in a courses through long-answer-guestions relating to theoretical/practical
knowledge, derivations, problem solving and guantitative. evaluation), with minimum one
question from each modulesef which student should answer any. five. Each question can carry 7
marks Total duration of the examination will be 150 minutes.

Note: The marks*ebtained for the ESEgfor an efectivescourse shall mot exceed 20% over the
average ESE magk-% for the core courses"ESE"marksawarded to a student for each elective
course shall be normalized accordingly.

For example if the.average end semester, mark.% for.a core course-s 40, then the maximum
eligible mark % for, an eleetive course is'40+20 = 60 %.

Course Level Assessment Questians
Course Outcome 1 (CO1):

Enumerate the challenges faced while designingga Wireless sensor network.

List the important hardware elements-ef a wireless sensor and explain the function of
each.

What are the challenges faced in sensor network programming?

Course Outcome 2 (CO2):

. Examine the design principles that should be followed while designing a wireless sensor
network.

. Evaluate the performance of IEEE 802.11 DCF using Markov chain.

. Hlustrate the functionalities that a service interface should provide when interfacing an
application to a protocol stack.
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3. Analyze any three techniques which MAC protocols use to reduce energy consumption.

4. Differentiate between contention free and schedule based MAC protocols.
5. Design a schedule based MAC protocol.
Course Outcome 4 (CO4):

3. Propose a method to find the best coverage path between two nodes in a wireless sensor
network.

4. List the types of security attacks that can occur in WSNs.
Course Outcome 5 (CO5):

3. What is data-centric routing? Why is data-centric routing more feasible compared to
routing based on addresses?

Under what circumstance§ GPSR entérs thelpernmetersouting mode ?

Design a routing protecef fet a wireless sensor network.that sypports an application
with continuous data-transfer.
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Model Question Paper

QP CODE:

Reg No:
Name: PAGES : 3

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR

Course Code: 24SJ2ECS001
Course Name:Wireless-Sensor Networks
Max. Marks : 60 Duration: 2.5 Hours

PART A

-

Arswer Al Questions. Eaeh Question Carrigss Marks

Describe impgrtantiapplications of witeless sensomgetworks.
Differentiate between single hop andimultihop'wireless sensor networks.

How does TMAC take care of the'shertcomings ofi S-MAC? €omment on T-
MAC’s ability te'adaptito traffic dengity®

Evaluate security-challenges in wireless-sensor.-networks?

Explain any three ways in witich gossiping overecemes the chatlenges of flooding.

PartB

(Answer any five questiens. Each questian carries 7 marks)

Explain how to calculate the amount of energy saved if a sensor node is
allowed to sieep.

A cross layered approach is more suitable for wireless sensor networks than a
layered approach. Explain

Demonstrate the different types of in-network processing.

Show how the design of the MAC protocol affects the energy efficiency of a
sensor node.

What are the advantages and disadvantages of TRAMA protocol? What is the
purpose of NP component?
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9. (a) Whyisovertearing a probl€rPMP ) WA R 1636 I5NSok AbRORN GHblE ERRENG- cgl
PAMAS solve this problem ? )

(b) Define “early sleeping problem” and discuss the solution provided by T- 4)
MAC.

For each link in the above-figure,the ratiq gives latency/energy eost for
transmitting a singlépacket, while the pamber under each nodegives the
node’s remaining energy capacity.

Node G’sktouting table is given &S
Event  Distance Direction
El 3 F

E2 4 I

G sends querigs toward events E1, E2Fusing rumor gouting.Show how it is
made possiblé,

2. (a) Enumerate the issuesTandchallenges while designing a routing protocol for
wireless sensor network

(b)

In the above figure, if node A wants to forward a packet to node L using
greedy forwarding, which neighbor should it choose? The communication
range of node A is given by the circle.
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localization in wireless sensor networks.

(b) Discuss a method to find the maximum breach path in a wireless sensor
network.

Syllabus

Module 1: Introduction to Wireless Sensor Networks

Motivation, Challenges and Constraints, Applications.

Node Architecture — Hardware elements, Sensors and Actuators, Power supply, Energy
Consumption of sensor nodes.

Challenges in sensor network programming, Opgfating systems and execution environments-
embedded OS, issues, Programmingumodels.

Module 2: Sensor Network Architecture

Sensor network scenarios, Qptimization goals.and figures of mesit
Design principles for WENs; Service interfaces of WSNs. Gateway cencepts, WWSN- Internet
Communication.
Discrete time Markow Chain, Performangesanalysis of IEEE 802.14;DCH using Markov
Chain

Module 3: MAC Protocols for WSNs

Characteristics and designggeals, low duty cycle protocols and wakeup concepts.
Contention based protocols*PAMAS, STEM; T-MAGC,

Schedule based protocols: SMACS, TRAMA,

Hybrid MAC protocols: Z-MAC

Case Studies: S-MAC, 802.15.4, 802.15.6
Module 4: Routing Protocols for WSNs

Introduction, Routing challenges and design issues, Routing Strategies
Routing Techniques: Flooding and Gossiping, SPIN, LEACH, PEGASIS, Directed Diffusion,
Rumour Routing, Geographic Routing- Forwarding Strategies.

Module 5: Localization, Coverage and Security in WSNs

Localization: approaches-proximity-trilateration and triangulation- scene analysis
Coverage and deployment: sensing models, coverage measures, uniform random
deployments, coverage determination

Security: Security challenges in WSNs, Security attacks in WSNs
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Topic

No. of
Lectures
(40)

Module 1: Introduction to Wireless Sensor Networks

9

Motivation, Challenges and Constraints

Applications

Node Architecture

Hardware elements

Sensors and Actuators, Power supply

Energy Consumption of sensor nodes

Challenges in sensor network programming

Operating systems and execution environments- embedded OS, issues

Programming models

Module 2: Sensor Network Architecture

NI

Sensor network scenarios

Optimization goals and ffgures of merit

Design principles for YWSNs

Service interfaces ofi \VWSNs

Gateway concepts, WSN- Internet Comimnunication

Discrete time Markov Chain

Performance analysis of IEEE'80211 DCFE usingaVarkov Chain

Module 3: MAC-Proatocols for VWSNS

eI I

Characteristics and design goals

Low duty cycle pretocols and-wakeup concepts

Contention based pratocols: BAMAS

STEM, T-MAC

Schedule based protocols: SMACS TRAMA:

Hybrid MAC protocols: Z-MAC

RlRr R R R

Case Studies: S-MAC

802.15.4, 802.15.6

Module 4: Routing Protocols for WSNs

Introduction, Routing challenges and design issues

Routing Strategies

Routing Techniques: Flooding and Gossiping, SPIN

LEACH, PEGASIS

Directed Diffusion

Page 206 of 335



Rumour Routing

Geographic Routing

Forwarding Strategies

Module 5: Localization, Coverage and Security in WSNs

o| F| —F

Localization: approaches-proximity-trilateration

Triangulation, scene analysis

Coverage and deployment: sensing models

Coverage measures

Uniform random deployments

Coverage determination

Security: Security challenges in wireless sensor networks

Security attacks in wireless sensor networks

e e
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CODE COURSE NAME CATEGORY CREDIT

PROGRAM
24SJ2ECS002 DEEP LEARNING ELECTIVE 3 3

Preamble: Study of this course provides the learners an overview of the concepts and
algorithms involved in deep learning. The course covers the basic concepts in deep learning,
optimization techniques, regularization techniques, convolutional neural networks, recurrent
neural networks, graphical models, deep generative models. This course helps the students to
implement deep learning algorithms to solve real-world problems.

Prerequisite : Nil

Course Outcomes: After the completignof thesCourse the student will be able to

Use the standard regularizatign,and eptimization ieChnitUes for the effective training
of deep neural networks..(€ognitive Knowledge.L évek Apply)

Build convolutiomalNeural Network (CNIN) modelsfortifferent use cases.
(Cognitive Knowledge Level: Apply)

Apply the conceptsiof Recurrent-Neural INefwork (RNN),Lenrg Shart Term

CO 3 | Memory(.LSTM), Gated Recurrent Unit(GRU) for solving problems. (Cognitive
Knowledge Level:Apply)

Construct Bayesian networksMarkew networks.and apply computational techniques
to draw infetemees. (CognitivesKnowledge L'ewel: Apply)

Illustrate the concepts of auto encagder,sampling algorithms, deep_generative models
and transfer-tearning-(Cognitive Knowledge Level: Apply)

Design, develop, implement and,present innovative idéas on deep learning concepts
and techniquesto sblve real-worldproblems. (Cegnitive Knowledge Level: Create)

CO1

CO2

CO4

CO5

CO6

Program Outcomes (PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program
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PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the stand a: G

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the

stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1

PO 2

PO 3

PO 4

CO1

7/

K

CO2

‘;

CO3

r,;j

CO4 ' /
CcO5
CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%480%

Analyze 30%:40%

Evaluate

Create

Mark distribution

Total CIE
Marks

ESE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks
a. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

b. Course based task / Seminar/ Data collection and interpretation : 15 marks
c. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will.be conducted by thesespective College.

There will be two parts; Part A and PartiB.

Part A will contain 5 numericalishort.answer guestions-with 1 question from each module,
having 5 marks for each guestion.~Students should answer-all questions. Part B will contain 7
questions (such questions shallbe useful in the testing of overall*aehievement and maturity of
the students in a course, through long. answer questions relating to theoretical/practical
knowledge, derivations,sproblem solviag and quaniiiative evaluation),~with minimum one
question from eacirmodule of which student should answer any five: Each.question can carry
7 marks

Total duration of the,examination will'be 150" minutes.

Note: The marks abtained for the ESE«fer"an glective course shall_net exceed 20% over the
average ESE mark,% forfthe core courses, EJE "marks awarded toldistudent for each elective
course shall be normalized.accardingly.

For example, if the average end semester mark % for a cere course is 40, then the maximum
eligible mark % for an elective course is 40+20-=60%.

Course Level Assessment Questions
Course Outcome 1 (CO1):

« Write an algorithm for backpropagation which uses stochastic gradient descent method.
Comment on the effect of adding momentum to the network.
You are doing full batch gradient descent using the entire training set (not stochastic
gradient descent). Is it necessary to shuffle the training data? Explain your answer.

You would like to train a dog/cat image classifier using mini-batch gradient descent.
You have already split your dataset into train, validation and test sets. The classes are
balanced. You realize that within the training set, the images are ordered in such a way
that all the dog images come first and all the cat images come after. A friend tells you:
’you absolutely need to shuffle your training set before the training procedure.” Is your
friend right? Explain.
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« Explain how L1 regularization method leads to Welght sparsity.
" Data augmentation is often used" 5 ch EEte %%I&JNF&%Q{QQU h lclve %ﬁg\'% %11

apply data augmentation to the test set? Explaln why.

Course Outcome 2 (CO2):

6. You are given a dataset of 10 x 10 grayscale images. Your goal is to build a 5-class
classifier. Explain which one of the following two options you would choose and why ?
« the input is flattened into a 100-dimensional vector, followed by a fully-connected
layer with 5 neurons, b) the input is directly given to a convolutional layer with five 10 x
10 filters.

7. Weight sharing allows CNNs to deal with image data without using too many
parameters. Does weight sharing increase the bias or the variance of a model? Explain

8. A convolutional neural network has 4 consecutive layers as follows:
3 x 3 conv (stride 2) - .2 x {2 PRoal - 3 x#8- conv (stride 2) - 2 x 2 Pool.
Determine how large is the set"ofdmage*pixels yhich activate a neuron in the 4th non-
image layer of this network?

. Consider the cenvelutienal neural metworke defined by “tHe layers in the left column
below. Determme thesshape of the output volume and thenumber of parameters at each
layer. You can-Write the activation shapespinsthe, format (Hy W, C), where H, W, C are
the height, “width™and channel_dimensions, “respectively. 'Unless specified, assume
padding 1, stride“*'where appropriate.

Notation:

. CONVx-N denotes ascenvolutional-layerymthsN filters with hetghtrand width equal to x.

POOL-n denotes’a nXnsmax-pooling layeFwith stride ofn and Q.padding.
FLATTEN flattens its inputs.

FC-N denotes a fully-connected layer withN neuoris.

Layer Activation Volume Number
Dimensions parameters

Input 32%x32x3 0

CONV3-8

Leaky ReLU

POOL-2

BATCHNORM

CONV3-16
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Leaky ReLU

POOL-2

FLATTEN

FC-10

Course Outcome 3(CO3):

Illustrate the workings of the RNN with an example of a single sequence defined on a
vocabulary of four words.

List the differences between LSTM and GRU

Explain your understanding of unfolding a recursive or recurrent computation into a
computational graph.

. The vanishing gradient._preblemis more pronounced-in RNN'than in traditional neural
networks. Give reasan. DiS¢liss-aSolution-for the probtemms:

. Show the steps involvéd in an-LSTM.to 6redict stock prices. Give one advantage of
using an RNN ratherthan a convolutional netwark.

Course Outcome 4 (CO4):

2. Construct |[the Bayesian Netwekk thatsCorkesponds to this conditional probability:

P(A | B,C,E) P(BihDIE) P(C | F,HpP(D L G) P(E|"&TH) P(F | H) R{G)*R(H)

. Write down ‘the. factored conditional’ grebability expression ithat corresponds to the
graphical Bayesign Netwotrk shown below

. Shown below is the Bayesian network corresponding to the Burglar Alarm problem,
PJ|A) P(M|A)P(A|B, E) P(B) P(E). The probability tables show the probability that
variable is True, e.g., P(M) means P(M =1). Calculate P(J=tA M=fA A=fAB=fA
E =1t).
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(Burglary) e Aoy e (Earthquake)
(John calls) o 0 (Mary calls)

P(E) P(M) B = [ P(A)
002 .70 95
.01 . 94
. P(J) .29
P(B) T |90 : .001
001 > 05

5. Consider the simple Markov network given below. Let A,B,C and D be binary random

variables representing four people's beliefs as to whether the earth is round (1 for
believes, 0 for does not believe). Determine the probability of only person A and D
believes that the earth is round.

Course Outcome 5 (CO5):

Define effective sample size (ESS). Large ESS necessary but not sufficient for good
MCMC mixing. Justify

Is an autoencoder for supervised learning or for unsupervised learning? Explain briefly.

Explain how does the variational auto-encoder(VVAE) architecture allow it to generate
new data points, compared to auto-encoder, which cannot generate new data points?

Generative Adversarial Networks(GANSs) include a generator and a discriminator.
Sketch a basic GAN using those elements, a source of real images, and a source of
randomness.

Write down the formula for the energy function (E) of a Restricted Boltzmann Machine
(RBM).
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List the difference between Boltzmann Machine and Deep Belief Network.

One of your friends has trained a cat vs. non-cat classifier. It performs very well and
you want to use transfer learning to build your own model. Explain what additional
hyperparameters (due to the transfer learning) you will need to tune.

Course Outcome 6 (CO6):
¢) Implement image classification using CNN
d) Implement ECG classification using LSTM
Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 3

SECOND SEMESTER M, TECHDEGREE EXAMINATION, MONTH & YEAR
Course Code: 222ECSQ02
Course Names: Déep Learning
Max. Marks : 60 Duration: 2.5 Hours
PART A

AnsWer All Questiolls. Each™Question Carries 5iarks

16. A2 x 2 image'is represented by the folfewing pixel value matrix:

27

This image is given to ai3-layer peuralnetwork;that is, two hidden layers and one
output layer. Draw schematic diagram of, the network,

Assuming all inter-connection Weights havingyalpes 1, bias having value 0, the
hidden layers having 3 neurons each, and a simple activation function of the form

11: being used, compute output for one round of forward propagation.

. In Convolutional Neural Networks, there is no need to perform feature extraction.
Justify with an example.

. Explain your understanding of unfolding a recursive or recurrent computation
into a computational graph. List three differences between LSTM and GRU.

. Sketch the core idea of the Monte Carlo method. What is a sample? What is a
direct sampling method? Why can't it be used directly to do any inference? What
is rejection sampling? What is its major disadvantage?
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How does the variational auto-encoder(\VVAE) architecture allow it to generate
new data points, compared to auto-écﬁ\g%%?ﬁm%ﬁ §5Ir+:ow&eﬁe¢%3n v|\>I algl
points?
PartB
(Answer any five questions. Each question carries 7 marks)

Differentiate gradient descent with and without momentum. Give equations
for weight updation in GD with and without momentum. Illustrate plateaus,
saddle points and slowly varying gradients.

Consider an activation volume of size 13x13x64 and a filter of size 3x3x64.
Discuss whether it is possible to perform convolutions with strides 2, 3 and 5.
What happens if the stride of the convolutional layer increases? What can be
the maximum stride? Justify your answer.

How backpropagation is used toflear higher-orderfeatures in a convolutional
Network?

The vanishing gradient sproblenT Is more™pkgnourced Jin RNN than in
traditional neural networks. Give reason. Discuss a selu#ion for the problem.

Shown below, is the JBayesian network corresponding tothe Burglar Alarm
problem, B@'| AY P(M | A) P(A #Byg E) R(B) P(E). Tha grobability tables
show thekprobability that variable®s Tue"ec.g., P(M) means, P(M = t).
Calculate

iv. P(J AM AAI A -B A=ED
v. P(J)

10 Compare Boltzmann ‘Machine with Dgep Belief Netwoyk.

11 (a) Training error_of, the-degp learning model trainedsfor the classification (7)
problem was found'to be'very tow.but-generatization error was high. Identify (4)
the problem and suggest techniguresita reduce this geheralization error.
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(b) Initializing the weights of a neural network with very small or large random (©)

numbers is not advisable. Justi fy.

Consider the simple Markov network given below. Let A,B,C and D be ©)
binary random variables representing four people's beliefs as to whether the

earth is round (1 for believes, 0 for does not believe). Determine the
probability of only person D believes that the earth is round.

Syllabus
Module 1: Introductien to Deep learning

Introduction to “deep“learning, Deep “feed forward network, ‘“Fraining deep models -
introduction, setup and*initialization issueswVanishing and" exploding gradient problems,
Optimization technigues«- Gfadtent Descent (GD), Stechastic GD, GD with momentum,
GD with Nesterov momentum, AdaGrad;-RMSPropgAdam:.Regularization Techniques -
L1 and L2 regularization;” Early stoppingj-Dataset-augmentation, Parameter tying and
sharing, Ensemble methods, Dropetit.

Module 2: Convolutional Neural Networks

Convolutional Neural Networks —Architecture, Convolution and Pooling operation,
Motivation, Variants of convolution functions, Structured outputs, Data types, Efficient
convolution algorithms, Training a Convolutional Network, Applications of Convolutional
Networks, Case study of Convolutional Architectures — AlexNet

Module 3: Recurrent neural networks

Recurrent neural networks — Computational graphs, RNN design, encoder — decoder
sequence to sequence architectures, deep recurrent networks, recursive neural networks,
challenges of training Recurrent Networks, gated RNNs LSTM and GRU, Applications of
RNNS.
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Module 4: Graphical Models and Sampling

Graphical models - Bayesian network, Markov networks, Inference on chains and factor
graphs. Monte Carlo Methods — Basics of Monte Carlo Sampling, Importance sampling,
Markov chain Monte Carlo methods(MCMC), Gibbs sampling.

Module 5: Advanced Deep learning Topics

Autoencoders, Variational AutoEncoder , Deep generative models - Boltzmann machines,
Restricted Boltzmann Machines, Deep Belief Networks, Deep Boltzmann Machines,
,Generative Adversarial Networks, Auto-Regressive Networks. Transfer Learning and
Domain Adaptation.

Course Plan

No. of

F Lectures
Jopic

(40
Hours)

Module 1: Ifptroduetion to deep learnifig 9

Introduction to'deep learning, Deep féed forward network

Training deep:models - Introd@etion;setdp and mitialization issues

Vanishing and@exploding gradrent prablems

Concepts of-eptimization, Gradient-Dgsgent-(GD)

Stochastic GD, GD with momentum, GD with Nesterowv:momentum

AdaGrad, RMSProp, Adam

Concepts of Regularizatioft;+£1 and L2 regularization

Early stopping, Dataset augmentation

Parameter tying and sharing, Ensemble methods, Dropout

Module 2 : Convolutional Neural Network

Convolutional Neural Networks, Architecture

Convolution and Pooling operation with example

Motivation

Variants of convolution functions
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Structured outputs, Data types

Efficient convolution algorithms

Training a Convolutional Network

Applications of Convolutional Networks

Case study of Convolutional Architectures — AlexNet

Module 3 : Recurrent Neural Network

Recurrent neural networks — Computational graphs

RNN design, Encoder — decoder sequence to sequence architectures

Deep recurrent networks, Recursive neural networks

Challenges of training Recurrent Netwarks

LSTM

GRU

Applications of RNIN

Module 4.; Graphical Models.andésampling

Graphical models - Bayesian netwark

Markov neiwork

Inference on cliains:arnd factor graphs

Monte Carlo Methods™ Basies.of Monte.Carlo.Sampling

Importance sampling

Markov chain Monte Carlo methodstMCMTC), Gibbs sampling

Module 5 : Advanced Deep learning Topics

Autoencoders

Variational Autoencoder

Deep generative models - Boltzmann machines

Restricted Boltzmann Machines

Deep Belief Networks

Deep Boltzmann Machines
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Generative Adversarial Networks

Auto-Regressive Networks

Transfer Learning and Domain Adaptation.

References
» Goodfellow, 1., Bengio,Y ., and Courville, A., Deep Learning, MIT Press, 2016.

Neural Networks and Deep Learning, Aggarwal, Charu C., ¢ Springer International
Publishing AG, part of Springer Nature 2018.

Christopher M. Bishop. Pattern recognition and machine learning. Springer 2006.

David Foster. Generative Deep Learning - Teaching Machines to Paint, Write,
Compose, and Play. O'Reilly Wedtg, Inc., June2019.
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CODE COURSE NAME CATEGORY CREDIT

24SJ2ECS003 PROGRAM
COMPUTER VISION ELECTIVE 3 0 3

Preamble: Study of this course provides the leaners to explain the fundamental concepts of
Computer Vision and Image Processing, and major approaches that address them. This course
provides concepts in computer vision including image acquisition and image formation
models. This course helps the learners to model fuzzy image processing, probabilistic model
of image formation and different image compression techniques.

Prerequisite : Nil

Course Outcomes: After the completion of the course the student will be able to

Apply domain knowledgeTn.vision syStem, ragiometry, shadows, shading, views and
Stereopsis for image formation. {Cognitive Knowledge Cevel: Apply)

Apply affine strugtureg'and Geometry for reconstrieting ifnages. (Cognitive
Knowledge Level: Appty) -

Apply Bayesian degision theory for pattern classificatior, (Cognitive Knowledge
Level: Apply)

Analyze the contents of the image usingiimage processing, probabilistic modelling
and fuzzy image processing. (€ognitivelKnowledge L evel ! Amalyzd)
Analyze|various techniquesiused femimagemresteration, compression and
segmentation.ff€agnitive Knowledge Level: Analyze)

Design, dévelop; implement and preSeAtimaoVative ideas,on.computer vision
concepts and techaigues. (Cognitive Knowledge Levels Greate)

CO1

CO2

CO3

CO4

CO5

CO6

Program Outcomes (PO)

Outcomes are the attributes that are to_be demonstrated by a graduate after completing the
course.

PO1: An ability (¢ independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-

treat ool © mo, adye and S O Ve YAk B B iShg F & AN Bb RS,

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1

PO 2

PO 3

PO 4

CO1

</

CO2

CO3

CO4

7/
[~/

CO5

y S

CO6

'-g

Assessment Pattern

Bloom’s Category End Sémpester ExXamigation

Apply 70%-80%

Analyse 30%-40%

Evaluate

Create

Mark distribution

Total
Marks

CIE

ESE
Duration

100

40

2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

4. Preparing a
review article based on peer reviewed original publications (minimum 10 publications
shall be referred) : 15 marks
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5. Course based task / Seminar/ Data collection and interpretation : 15 marks
6. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students should.answer all questions. Part B will contain 7
questions (such questions shall be-useful in the testing.of overall achievement and maturity of
the students in a course, through Adeng answer questions.relating to theoretical/practical
knowledge, derivations, problem solving and quantiative- evaluation), with minimum one
question from each module af.which student should answer-any five. Each guestion can carry
7 marks

Total duration of the examination will be 250 minutes.

Note: The marks obtained for the ESE«for an elective course shall not exceed 20% over the
average ESE mark % far ithe core coursessESEmarks awarded to astudeni for each elective
course shall be ngrmalized accordingly.

For example if the-average end semester mark % for.a core course is40, then the maximum
eligible mark % foran eléctive courseis'40+20.= 60,%.

Course Level AssessmientQuestions
Course Outcome 1 (CO1):

What is BRDF? How are area sQurcegs-different from-me squrces?
What shapes can the shadow of a Sphere.take, ifitis cast on a plane, and the source is a point
source?
What are the different criteria for evaluating the performance of the computer
vision algorithms?
Course Outcome 2 (CO2) :

1. How can a 3D structure captured using a sequence of video frames be recovered?

2. Discuss the methods that are used to segment the data points into independently-moving
objects

Course Outcome 3(CO3):

» Explain Minimum Squared Error Method (MSE) for Classification.
» Explain how Bayesian Decision Theory can be used to determine whether a given email
IS "spam" or "non-spam".
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Course Outcome 4 (CO4):

5. Explain about the basic relationships and distance measures between pixels in a digital
image?

6. Explain Object recognition as probabilistic modelling.
7. How to define an image as a Fuzzy Set?
Course Outcome 5 (CO5):

4. Explain how an image is restored using an inverse filter. What are its drawbacks?
5. Given an image with the intensity distribution as

Intensity Percentage(%
Value )

0 20

32 10

128

144

152

160

168

249

250

201 5

Use the Huffman code to Gompress the dmage.jDraw.the Huffman tree.

Course Outcome 6 (CO6):

1. Implement any one applications- Object Recognition with Intelligent Cameras/ Fast 3-D
Full Body Scanning for Humans and Other Objects/ Motion Tracking

Page 223 of 335



Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 4

SECOND SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS003
Course Name: COMPUTER VISION
Max. Marks : 60 Duration: 2.5 Hours
PARF-A

Answer All Questiogs. Eacly Question Carries 5 Marks

State different limitations, et apinhole cameka and how g"evercorde these
limitations. Wkite a.shert note on thin lenses.

How is conversion'from affine t@'euclideaniimagesiperformed?

Differentiate “Bayesian decision theorysgisekete feature” and Bayesian
decision theory continuous feature” Withrthitistration.
Illustrate the relevangg.ofssmoothing filtefs In image processing:

Explain the method-ef.global taresholding for Image segmeantation.

Rant B
(Answer any five questions. Eaeh qudstion.earries 7 marks)

6. Describe the role of Stereopsis in computer vision? What are the two
processes invoived in it?

7. Explain why it is difficult to use shadow boundaries to infer shape,
particularly if the shadow is cast onto a curved surface.

A video sequence of a 3D scene is provided. Suggest an algorithm for

deriving affine shape from motion.
What is meant by a pose? How can you hypothesize a correspondence between a
collection of image features and a collection of object features, using pose

consistency?
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projection models

Consider an 8 level 64x64 image with normalized gray levels in the range [0,
1].The normalized histogram is given below. Perform histogram equalization
and plot the equalized histogram.

Ik Nk P(rk)

ro=0 0.19

rn=1 0.25

r;=2 0.21

0.16

0.08

r5=5 0.06

re=@ 0703

737 81 0.02

Given the meessages X1, Xo, X3, x4,4#Xs, @nd XeWith “respectiveprobabilities 0.30,
0.25, 0.20, 0.12, 0:08 and 0.05. Determine thesoinary code by applying,Huffman
encoding prptedure and henge-find efficiency?

The arithmetic| deeoding process™s the geverSe¥of the encoding™procedure.
Decode the message 0223355 given the coding.model.

Symbol Rrobability

a 0.2

e 013

0.1

0.2

0.1

0.1

()

(7)

(7)
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Syllabus
Module 1: Image formation and modelling

Components of a vision system, Imaging systems, Signal processing for computer vision,
Pattern recognition for computer vision, Performance evaluation of algorithms.

Image formation and Image model- Camera model and camera calibration- Radiometry- Light
in space- Light in surface - Sources, shadows and shading, Multiple images-The Geometry of
multiple views- Stereopsis.

Module 2: Affine structures

Affine structure from motion- Elements of Affine Geometry, Affine structure and motion
from two images- Affine structure and motion from multiple images- From Affine to
Euclidean images.

High level vision- Geometric methods, Medel based vision- Qbtaining hypothesis by pose
consistency, pose clustering and using-hvariants,~Verification.

Module 3: Bayesian Decision-Theory

Bayesian Decision Theery- Minimum error rate classification Classifiers, discriminant
functions, decision surfaces- The normal density.and. discriminant-functions for the Normal
density.

Module 4: Introduction to Digital Image Processing

Introduction to Digital-image Processing- fundamental steps in Bigital;Image Processing,
relationship between-pixels, intensity transformations and spatiak-filtering: basic intensity
transformation functigns, histogram processing, spatial filtering; smoothing and sharpening
filters

Probabilistic Modelling and Fuzzy® Tmage Processing: Introduction of Probabilistic
Modelling in Computer Vision, why probabilistic models;-Object recognition as probabilistic
modelling, Introduction, Fuzzy image understanding, Fuzzy image processing systems,
Theoretical comporieiits of fuzzy image processing.

Module 5: Processing on Images

Image restoration: noise models, restoration in the presence of noise only, periodic noise
reduction.

Image compression: fundamentals, compression models and standards, basic compression
methods: Huffman coding, arithmetic coding, LZW coding, run-length coding.

Image segmentation: point, line and edge detection, thresholding region based segmentation

Case Study: Any two applications-Object Recognition with Intelligent Cameras/ Fast 3-D Full
Body Scanning for Humans and Other Objects/ Motion Tracking/ Multicolour Classification of
Astronomical Objects.
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Course Plan

Topic

No. of
Lectures
(40 Hours)

Module 1: Image formation and modelling

7

Components of a vision system

Application for computer vision and performance evaluation.

Cameras- camera model and camera calibration

Radiometry- Light in space- Light in surface

Sources, shadows and shading

Multiple images-The Geometry of multiple views

Stereopsis

Module 2: Affine structures

Elements of Affine Geometry

Affine structure

Motion from two images

Affine structure andsmotion from-multiple-images

From Affine to Euclidean images.

High levelyisioh='Geometric methods=

Model based vision- Obtainingfhypothesisiy pese consistencyy

Pose clustering.and using Invariants, \VVerification:

Module 3:Bayesian Decision. Fheory

Bayesian Deeision Theory

Minimum errgr rate elassification Classifiers

Discriminant functions

Decision surfaces.

The normal density and discriminant

Functions for the Normal density.

A I I I I I R I e R Y Y B R SN IS IS I ) ISR I SN (SN IS TS T

Module 4: Introduction to Digital Image Processing

[EY
o

Fundamental steps in Digital Image Processing

Relationship between pixels

Intensity transformations

Spatial filtering

basic intensity transformation functions

histogram processing

Spatial filtering

Smoothing and sharpening filters.

Probabilistic Modelling in Computer Vision

Fuzzy Image processing

Module 5: Processing on Images

I N N N R S I I I
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51 Image restoration: noise models

5.2 Restoration in me presen(ﬁ Of n bl \g eIVIoﬁ | ki, I'ER SUIENUE AND ENGINE
53 Periodic noise reduction.

54 Image compression: fundamentals

55 Compression models and standards

5.6 Basic compression methods: Huffman coding, arithmetic

coding,

5.7 LZW coding, run-length coding,

5.8 Image segmentation: point, line and edge detection,

5.9 Thresholding , region based segmentation

References
« C. M. Bishop, Pattern Recognition and Machine Learning, Springer, 2006.
* R.0O.Duda, P. E. Hart and D. G. Stork, Pattern Classifieation, John Wiley, 2001.

* Richard Hartley and Andrew.Zisserman, Multiple Miew Geometry in Computer Vision,
Second Edition, Cambridge University Press, 2004.

» S. Theodoridis and K. Keoutroumbas, -Pattern FLQecognition, At Ed.,/Academic Press, 2009.

» Gonzalez R. C~&Waods R. E., DigitaldmagéPrecessing, 3rd ed PHI Learning, 2008
Jain A K, Fundamentals of Digital ImageProcessing, Prentice-Hallndia; 2007,
Bernd Jahne, Hoeist'Haubecker, “Computer’\Vision and Applications=, Academic Press.

» David A. Forsyth, Jean Ponce, “ComputerViston: A'Modern Approaek’ 2nd Ed., 2011.

* Richard Szeliski, “€ontputcr.Vision: Algorithms and Applicatiens”, Springer, 1st Ed.,
2010.
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CODE COURSE NAME CATEGORY CREDIT

SEMANTIC WEB PROGRAM 5
P4SJ2ECS004 ARCHITECTURE ELECTIVE 3

Preamble: This course helps the learners to understand the advanced concepts in emerging
trends in Web architecture. The learner will be able to grasp the basics of metadata, OWL,
RDF and ontologies. This course enables the learners to build an ontology for a given domain.

Course Outcomes: After the completion of the course the student will be able to

Distinguish  between ~Fraditional==web LEpviranment and Semantic web
Environment and in the bepavioriof a searchy engine: (Cognitive Knowledge
Level: Understand)
Recognize and_Apphy.the concept of RDF and RDES -@id the *benefits of Ontology
and Taxonomy (Cognitive Knowledge-Level: Apply)
Identify how;'ta_use OWL to rewrite the-entology and ~#sew features in OWL.
(Cognitive Knewledge Level: Analyze)
Analyze the \Web) services like UDDk anasReal World Examptes Tike Swoogle and
FOAF. (Cognitive Knowl€dge,L eyel. Analyze)
Apply concepts OWL-S for'Web service annetation and mapping-OWL-S to UDDI
(Cognitive'Knowledge Level:Apply)
Design, dévelop; ... “implement or- grésent innovative .ideas, on Semantic Web
Architecture and tecihnigues. (Cognitive Knowledge ¥ evel: Create)

Program Outcomes (PO)

Outcomes are the attributes that are to be-demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO4
CO1 7)) 7/

CO?2 ¢

CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%580%
Analyze 30%-40%
Evaluate

Create

Mark distribution

Total ESE
Marks CIE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

4. Preparing a
review article based on peer reviewed original publications (minimum 10 publications
shall be referred) : 15 marks

5. Course based task / Seminar/ Data collection and interpretation : 15 marks
6. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis; evaluation and understanding of the
students.

End Semester Examination.Pattern.

The end semester examinatian,wHt be-conducted py the respective Collage.

There will be two parts; Part A'and Part B.

Part A will contain 5 ntimerical/short answer questions with 1 guestion from each module,
having 5 marks for eachiquestion. Students should answer all guestions..Part B will contain 7
questions (such questionsishall be useful in-the testing of overall achievement and maturity of
the students in j@ course, through long answer gquestions relating=to_iReoretical/practical
knowledge, derivations, problem solvifig and guantitative evaluation),~with minimum one
question from each»module of which stodent should:answer any five."Each guestion can carry
7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained-for,the“ESE for an elective cotirse shall not exceed 20% over the
average ESE mark % for the core geurses:-*ESE-marks awarded to.& student for each elective
course shall be normalized accordingly.

For example if the average end semeSter mark %, for a core course is 40, then the maximum
eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

» Give the specific instances to illustrate the issue in the markup of the webpage?

» “The Semantic Web is an extension of the current Web”. Justify the statement.
« Determine how metadata can be embedded in to existing web pages
Course Outcome 2 (CO2):

3. Differentiate RDF and RDFS
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4. A Resource in the world of RDF schema has the same semantics as “class”. Explain the
statement with suitable example.

5. Mlustrate the main differences in the concept of Taxonomy and Ontology.
Course Outcome 3(CO3):
4. Compare and contrast OWL and RDF?

5. OWL has created a new class called “owl:Class” to define classes in OWL
documents; it is a subclass of “rdfs:Class”. The relationship between all these top
classes is summarized in Figure. Define all the classes in our camera ontology

Course Outcome 4 (COA4):

Determine in what manner ranking of doesments using-metadata done in Swoogle.

Illustrate why the Persen-Class s the-core-of_the FOAF vocabulary. Explain with an
Example

Swoogle is expected, to be used more often by the reseadrchers“and developers in the
Semantic Web community. Why?

Course Outcome 5 (CO5):

2. Determine in ‘gereral what is necessary forthe‘econcept of degree ofsmatching? Explain the
four degree of match between two.concepts.

3. “OWL-S is not about learning a new languege; instead, it is about understanding and using
three new ontologies.” Histifythe statement.

4. Discuss the issues of mapping OM/L-S profiteinformation Jato UDDI registry
Course Outcome 6 (CO6):

7. Make a Project on Semantic Web that creates a platform to store data on the Web, build
vocabularies, and write rules for handling data. Linked data are empowered by technologies
such as RDF & OWL.

8. Take a Seminar on the Topic “ Latest technologies in the Semantic Web” ( for example
Web 3.0).
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Model Question Paper
QP CODE:

Reg No:
Name: PAGES : 2

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS004
Course Name: SEMANTIC WEB ARCHITECTURE
Max. Marks : 60 Duration: 2.5 Hours
PARTA
Answer All:Questions. Each Question Carrigs 5 Marks

“The Semantic Welris-gn eéxtension of the-eurrent Web”. Explairmthe ‘statement.

Differentiate RDF and RDFS.

Compare and gerntrast OWL and-RDF? MtStratetheneedfor OWL.in Semantic
Web?

Determine in whatymmanner rankingSeftdecuments” using metadata done in
Swoogle.

Discuss the issues of mapping-OWL-S profile'information intgWDDI kegistry

PartB
(Answer any Tive questions. Each questten carries 7 marks)
. Compare search engines work in traditieral and=Semantic web? Explain in
detail.

A Set of RDF Statements
Subject Predicate Object
mySLR:Nikon-D70 mySLR:weight 1.41b
mySLR:Nikon-D70 mySLR:pixel 6.1M

mySLR:Nikon-D50 mySLR:weight 1.31b

What properties did we define in order to describe Nikon D70? Using the
table Write a pseudocode to help the computer to answer the question?

~ OWL has created a new class called “owl:Class” to define classes in OWL
documents; it is a subclass of “rdfs:Class”. The relationship between all these
top classes is summarized in Figure. Define all the classes in our camera
ontology
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9. Illustrate why the “Person class” is the core of the FOAF vocabulary. Explain
with an Example

10 Swoogle is expected to be used more often by the researchers and developers
in the Semantic Web community. Why?

11 Determine the necessity about the concept of degree of matching? Explain the
four degrees of match between two concepts.

12 “OWL-S is not about learning a new language; instead, it is about
understanding and using three new ontologies.” Justify the statement.

Syllabus

Module 1 : Introduction to semantic web technology:
Traditional web to semantic web-WWW:- First Look.at the Semantic Web — meta data-
Search Engine for the Traditional Web- Search;Engine for the Semantic Web

Module 2: Resource Description Framework

Elements - Resource~=-Rroperty- Statement:-rifes of /RDFs—tools- RDFS core elements--
Syntax and Examples - More about Properties - XML Schema'and RDE Schema —Taxonomy
and ontology concepts.

Module 3: Web ontology language: OVVL:

Define classes-| set ‘operators —enumerations-rdefining properties- Symmetric Properties-
Transitive PropertiestFunctional Propertiess; Inverse Property- Inverse Functional Property-
Validating OWL ‘ontologys Related Development Tools- Validate OVWi-Ontology by Using
Web Utilities- Using Rrogramming APIs to-WUnderstand OWL @ntelogy

Module 4: Web services and Real"'world examples:Webiservices — web services standards
— web services to semantic web_services-s UDDI. Sweogles"arehitecture and usage of meta
data; FOAF — vocabulary — creating . @#ocuments — oyverview of semantic markup — semantic
web search engines- Implementation Details:

Module 5: Concept of OWL-S — building blocks of OWL-S- OWL-S Profile Ontology-
OWL-S Process Ontology- OWL-S Grounding Ontology - mapping OWL-S to UDDI -
WSDL
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Course Plan

No. Of
Topic Lectures
(40 Hours)
Module 1: Introduction to semantic web technology 6
Traditional web to semantic web

World Wide Web

First Look at the Semantic Web

Meta data

Search Engine for the Traditional Web

Search Engine for the Semantic Web

Module 2: Resource Description Framework
Elements- Resource

Property- Statement

Rules of RDF

Tools

RDFS core glements

Syntax and Examgples

Syntax and Examples

More aboutProperties

XML Schemaand RDF Sehema
Taxonomy-and.ontology concepts .

Module 3:MVeb.ontology languageTOWI

OWL.: define-classes

Set operators, enumerations

Defining propérties: Symimetric Properties
Transitive Propertigs- Functi@nal.Properties

Inverse Property- Invérse Functional*Preperty
Validating OWL ontology.

Related Development Tools

Validate OWL Ontology by Using Web Utilities
Using Programming APIs to Understand OWL Ontology
Module 4: Web services and Real world examples
Web services

Web services standards

Web services to semantic web services

uUDDI

Swoogle

Architecture and usage of meta data

FOAF — vocabulary — creating documents

Overview of semantic markup

Semantic web search engines.

=
o

1
1
1
1
1
1
1
1
1
1
9
1
1
1
1
1
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Implementation Details

Module 5: Concept of OWL-S

Concept of OWL-S

Building blocks of OWL-S- OWL-S Profile Ontology
OWL-S Process Ontology- OWL-S Grounding Ontology
Mapping OWL-S to UDDI

WSDL

References

2. Liyang Yu, Introduction to the Semantic Web and Semantic web services.
Chapman & Hall/CRC, Taylor & Francis group, 2007.

3. Johan Hjelm. Creating the Semantic Web-with RRE"Wiley, 2001

4. Grigoris Antoniou angtFrankyan Harmeten-A-Semantieg:Web Primer. MIT Press
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CODE COURSE NAME CATEGORY CREDIT

PROGRAM
PASI2ECS005
PROGRAM ANALYSIS ELECTIVE 3 3

Preamble: The course enables the learners to perform static analysis of programs. It explores
methods such as abstract interpretation, intraprocedutral and pointer analysis, program slicing
and type checking. The learner will be able to do program analysis in several applications
such as compilers, tools that help programmers understand and modify programs, and tools
that help programmers verify that programs satisfy certain properties of interest.

Course Outcomes: After the completion of the course the student will be able to

Examine the various mathematical Gongépts'neeged for program analysis, including
lattice, chains and Galois conmegtions. (Cegnitive Knowledge Level: Analyze)
Investigate the roje’of-abstract-interpretation.in Statie.analysis of programs.
(Cognitive Knowledge-Level: Analyze)

Use various methods sech as interprocedural analysis, ‘poirter analysis and program
slicing for prograi analysis. (Cognitive-Knowledge Level” Anatyze)

Use simply typed lambda calculusifordevelaping type chegking systems. (Cognitive
Knowledge Level: Analyze)

Design, develop and implementsolotions*asedon.the concepts of pfogram
analysis.{Cognitive Knowledge L'evel. Create)

CO1

CO2

CO3

CO4

CO5

Program Outcomes (PO)

Outcomes are the attributes-that’areto be demonstrated by-a graduate after completing the
course.

PO1: An ability to independently.carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tools to model, analyse and solve practical engineering problems.
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stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4
@ @ @

7/
7/

Assessment Pattern

Bloom’s Category End Semester EXarmiination

Apply 70%-80%
Analyze 30%-40%
Evaluate

Create

Mark distribution

Total CIE ESE
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks
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2. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students shoutd-answer all questions. Part B will contain 7
questions (such questions shall ke useful in the testingof overall achievement and maturity of
the students in a course, through ifang answerguestions-relating to theoretical/practical
knowledge, derivations, ‘problem-solving and quantitative evaluation), with minimum one
question from each maodule af-which studgnt should answer-any.five. Each question can carry
7 marks

Total duration of the examination will be- 150 minuies:

Note: The marks obtained for the ESE forian elective course shall not exceed 20% over the
average ESE mark % dor the core courses«ESE dmarks.awarded to aistudent for each elective
course shall be normalized accordinglys.

For example, if the"average end semestermark'% for a‘core course®is 40,.then the maximum
eligible mark % for-anelective course is 40+20 £ 60 %.

Course Level Assessment-Questions

Course Outcome 1 (CO1):

1. Show that the inverse of a partial orderisfa pattial order.

Course Outcome 2 (CO2):

1. For a statement n: x := y+5, considering the Constant Propagation (CP)transfer function
fan, show an element d: belonging to the CP abstract lattice such that y(fn(di)) =
nstate’(y(d1)).

Course Outcome 3(CO3):

1. Using program slicing, show that the following program segments are equivalent.
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¢ = initialState(c) 1 ¢ B RS Rbilelr
i i=0;

1=0;

while (i < 100) { while (i < 100) {

i=i+2;

finalUse(c); finalUse(c);

Course Outcome 4 (CO4):

1. Prove that the type-of a variable'is preserved #inder-substitutigh.

Course Outcome 5 (CO5);

2. Given a Java program, implementgagtool that perfemms interval amatysis,

Model Question Paper

Second;Semester M. Tech. Degkee Examination,sMonth, Year
24SJ2ECS005 — Program Analysis

Time: 2.5 Hours Max. Marks: 60

Part A
(Answer all questions. Each question carries 5 marks) 5x5 = 25 Marks

1. Forapartially ordered set(L, <), prove that the following claims are equivalent:
« L isacomplete lattice.
» Every subset of L has a least upper bound
« Every subset of L has a greatest lower bound.

2. Give the collecting semantics of the following program.
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. What is the problem asSociated with _the Join-OversAll Paths (JOP) approach in
analysing programswith-procedurg callsZExplain With-am_example.
Illustrate strang and weak updates in-peints-to analysis.

Suppose t is.a closed, well-typed-tesms Thepshow that eitheris a value or there is
some ¢’ wWith t = ¢

PartB

(Answer any 5 questions; Each question canries,/ marks) 5x7 5'35"Marks

6. What is a chain?'Give an example:Prove.that a partially ordered set (L, <) has finite

height if andsonly_if Tt satisfies both#the Ascending Chain amd Descending Chain
Conditions.

Show that if (o, P) is_a @@alois connection,gthen e uniquely determines f and,
similarly, B uniquely determines o.' (By the statement o uniquely determines 3, we
mean that if (o, B) and (a, ™ are Gal@is connections, then f=f’.)
Define consistent abstraction? Give a suitable example.
. Give Kildall’s algorithm to compute over-approximation of Join Over All Paths

(JOP). Apply it on the Constant Propagation Lattice.

. Explain the functional approach to static analysis of programs with procedure calls.

. With a suitable example, explain the procedure to compute a program slice.

. Give the algorithm for type checking. Comment on the soundness of the algorithm.
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Module 1 - Mathematical Foundations for Program Analysis

—Revision of Partially Ordered Sets, Lattice, Chains, Fixed Points, Knaster-Tarski Fixed
Point Theorem, Galois Connections and their properties, Introduction to Program Analysis.

Module 2- Data Flow Analysis / Abstract Interpretation

Collecting Semantics, Abstract Interpretation, Join Over all Paths, Abstract Interpretation for
Constant propagation, Correctness of Abstract Interpretation, Kildall’s algorithm.

Module 3- Interprocedural Analysis

Call Strings approach, Join Overlinterprocedurally Valid Paths, Sharir and Pneuli’s
approaches to Interprocedural Analysis, Functional Approach.

Module 4 - Pointer Analysis, PDGs and Slicing

Pointer Analysis, Program-Rependence 'Graph, Computiag a Program Slice.
Module 5 - Simply Typed l.ambda Calculus

Introduction to Lambga.Calculus, Type Systems,-Algorithms fori['ype Ehecking.

Course Plan

No. of
Topic Lectures
(40 hrs)
Module 1 Mathenfatical Foundations for-Program Analysis 7
Revision of Partialy.Ordered Sets, Complete L attice

Chains, Fixed Peints

Knaster-Tarski Fixed Point ggheorem

Galois Connections

Properties of Galois Connections

Introduction to Program Analysis (Lecture 1)

Introduction to Program Analysis (Lecture 2)

Module 2: Data Flow Analysis / Abstract Interpretation
Collecting Semantics

Abstract Interpretation, Collecting abstract values

Comparison of abstract Join Over all Paths (JOP) states and
collecting states

Abstract Interpretation for Constant Propagation

Correctness of Abstract Interpretation using Galois Connections
Kildall’s algorithm for over-approximate JOP (Lecture 1)
Kildall’s algorithm for over-approximate JOP (Lecture 2)
Kildall’s algorithm for over-approximate JOP (Lecture 2)
Module 3: Interprocedural Analysis

A I I I S I I I I I
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Sharir-Pnueli’s Call-Strings apgréabAP HanRimE ProffedmSWHNEN| INEER1ING-CS
procedure calls, Problem with JOP

Interprocedurally valid paths and their call-strings, Join Over
Interprocedurally-valid Paths (JVP)

Sharir and Pnueli’s approaches to Interprocedural
Analysis (Lecture 1)

Sharir and Pnueli’s approaches to Interprocedural
Analysis (Lecture 2)

Sharir and Pnueli’s approaches to interprocedural
Analysis (Lecture 3)

Sharir-Pneuli’s Functional Approach — Equation Solving
Approach (Lecture 1)

Equation Solving Approach (Lecture 2)

Iterative / Tabular Approach

Module 4: Pointer Analysis, PDGS% and Slicing
Points-To Analysis

May-Point-To Analysis

Andersen’s Analysis

Program Dependence Graph (PDG)

Def-order Dependencies

Sequenceyofvalues at a node, Adefuatyief RRGs, PDG
Isomorphism

Computipga Program Slice (IZecture™®)

Computing.a Program Slice (Lecture2)

Computing.a Program Slice (Lecture:3)

Module 53Simply Typed Lambda-Calcutts
Introduction, Syntax, Semantics

Examples

Type Systems

Typing Rules, Using-a'detivation trée to prove that a term is well-
typed

Properties — Progress

Properties - Preservation

Algorithm for type checking

Soundness of the algorithm

N S N R I R eI I
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CODE COURSE NAME CATEGORY CREDIT

b4SI2ECS004 BLOCKCHAIN PROGRAM 3

TECHNOLOGY AND IOT ELECTIVE 4

Preamble: The objective of this course is to enable to the student to build an 10T application.
It also provides conceptual understanding of how blockchain technology can be used to
innovate and improve business processes. This course covers the interconnection and
integration of the physical world and the cyber space. This course will provide the students
with the advanced competitive skills required to contribute to the development of the 1oT.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Analyze various protocols for 10T (Cognitive Knowledge Level: Analyze)
Design loT based applications using Arduino or Raspberry Pl boards. (Cognitive
Knowledge Level: Apply)

Identify the need of blockchainssto findithe selutionto the.real-world problems.
CO 3 | (Cognitive Knowfedge lcevet: Anatyze)

CO2

Recognize the‘unterlying technology of transactions, alocks, preof-of-work, and
consensus btildings (Cognitive Knowledge Level: Analyze)

Design and implement new waysiof using kloekchain for real timeapplications.
(Cognitive Knowledge Level: Create)

Program Outcomes ( PO)

Outcomes are the attributes.that are to be demonstrated by.4 giaduateafter completing the
course.

PO1: An ability to independently carry-out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.
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environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1
CO2
CO3
CO4
CO5

Assessment Pattern

Bloom’s Category Ene'Semester-Examinatioh

Apply 70%-80%
Analyze 30%:;40%
Evaluate

Create

Mark distribution

Total CIE ESFT
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

8. Preparing a
review article based on peer reviewed original publications (minimum 10 publications
shall be referred) : 15 marks

9. Course based task / Seminar/ Data collection and interpretation : 15 marks

10. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
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End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students should answer all questions. Part B will contain 7
questions (such questions shall be useful in the testing of overall achievement and maturity of
the students in a course, through long answer questions relating to theoretical/practical
knowledge, derivations, problem solving and quantitative evaluation), with minimum one
question from each module of which student should answer any five. Each question can carry
7 marks

Total duration of the examinationwHl be 150 minutes:

Note: The marks obtained.for ihe ESE fforan elective'course shall not exceed 20% over the
average ESE mark % for'the goge-Courses. ESE markS-awarded to a student for each elective
course shall be normalized aceordingly.

For example if the average end semester mark % for a core course i5.40, then the maximum
eligible mark % for.an elective course is40+20 = 60 %,

Course Level Assessment Questions
Course Outcome1+(CO1):

» Describe how the environment can-besmare protected with the-help-of 10T technology in
the following categorfes: (i) Air pollution monitoring (ii) Noise poHution monitoring (iii)
Forest fire detection (iv) River floodidetection.

Course Outcome 2 (CO2):

1. Design an automatic refrigeratordight system with LED, switch & raspberry pi and write
a python program to support the working of that design.

Course Outcome 3(CO3):
1. Identify the steps that are involved in the Blockchain project implementation.

Course Outcome 4 (CO4):

1. Write a crowd-sale smart contract code in Solidity programming language.

Course Outcome 5 (CO5):

iv. Design and implement private blockchain for any given enterprise use-cases.
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QP CODE:

Reg No:

Name: _ PAGES : 4

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS006

Course Name: BLOCKCHAIN TECHNOLOGY AND IOT
Max. Marks : 60 Duration: 2.5 Hours

PART A

Answer All Questions. Bach Qugstie=Carries 5 Marks

Explain how Information-issharee-between-the.devices through loT.

Illustrate the role of actuators.in loT?

Define interoperability inithe context of blgckchain implementation.

How does Biteoin use Bloc ?

Describe the maingdsa Cases of Solidity@

Part B
(Answeranyfive questions. Eagh question carries.zingarks)

Formulate thesignifieant use of .Raspberry Pi in SmartCities and dndustrial
appliances.

Design the protocollayeroffoT andyexplainivart@us protoedls used in each
layer.

Construct the Design of Smart home with Raspberry Pi and other hardware
devices with a neat sketch.

Formulate the significant use of Raspberry Pi in Smart cities and Industrial
appliances.

Describe how the PoW consensus works.

An organization wants to develop smart contracts, based on blockchain
technology. The organization does not wish to burden employees with
maintaining the security of the blockchain. What blockchain technology fits
the organization best?

Define a Merkle hash tree, describe its role in blockchain, and explain the
meaning of a Merkle root in the block header.
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12 How Blockchain is Revolutionizing the Traditional Business Network? (7
Explain with examples.

Syllabus
Module 1: Introduction to loT

Sensor basics, sensing and actuation, basics of networking - wired, wireless, MANET, PAN,
wireless and wired protocols, Communication protocols - IEEE standards, 5G era, sensor
communications, connectivity challenges, fading and attenuations.

Module 2: 10T Architecture and Programming

basic architectures, Data processing mechanisms, scalability issues and visualization issues,
analytic basics, utility of cloud computing, fog computing, edge computing, Raspberry Pi and
Arduino programming, Applications- 10T for industrial automation (Industry 4.0).

Module 3: Introduction to BlockChain

Blockchain concepts, eyolution, struciure and eharacteristics, benefits and challenges,
Blockchain as public ledgers - Transactions, Elements of €ryplegraphy - Cryptographic Hash
functions, Merkle Tree. -

Module 4: Blockchain architecture and Use:Cases

Design methodology.~ifor Blockchain applications,  Blockchain.qapphgation templates,
Blockchain appljcation. development, Ethereum, Solidity,Bitcoin, Sampi€ use cases from
Industries,Business problems.

Module 5: Smart Contraets and Decentralizé@ Applications (DApPPS)

Smart contract smart! contract ‘examples, stru€ture of a contract, .smart contract examples,
smart contract patterns, imptementing-Dapps, Ethereum-Dapps; case studies related to Dapps.

Course Plan

No. of
Topic Lecture
(40 hrs)
Module 1: Introduction to loT 10

Sensor basics 1

sensing and actuation 1

basics of networking - wired, wireless

MANET

PAN
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Wireless and wired protocols

Communication protocols - IEEE standards
5G era, sensor communications
Connectivity challenges

Fading and attenuations

Module 2: 10T architectures and programming
Basic architectures

Data processing mechanisms

Scalability issues and visualization issues
Analytic basics

Utility of cloud computing

Fog computing

Edge computing

Raspberry Pi and Arduino progiamming

Applications

loT for industrial autarmation (Industry 4.0)

Module 3: Introduction to Blockchain

Blockchain concepts

Evolutiopsstructure and characteristics

Benefits and, challenges

Blockchain-asspubliciledgers - Transagtions

Elements of Cryptographyss Cryptegraphic-Hash funCiiens

Merkle Tree

Module 4: Blockchain Architecture and,Usge cases

Design methodology for Blockchain applications

Blockchain application templates

Blockchain application development

Ethereum, Solidity

Bitcoin

Sample use cases from Industries

Business problems
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Module 5: Smart contracts and Decentralized applications (Dapps)

Smart contract smart contract examples

Structure of a contract

Smart contract examples
Smart contract patterns
Implementing Dapps

Ethereum Dapps

Case studies related to Dapps
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CODE COURSE NAME CATEGORY CREDIT

SOCIAL NETWORK PROGRAM
245J2ECS007 ANALYSIS ELECTIVE 4 3

Preamble: This course provides an exposure to the concepts and techniques in Social
Network Analysis. This course covers various types of modelling, visualization and mining
techniques used in social networks. This course helps the learners to analyse social media
data using appropriate data/web mining techniques.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Understand the concepts and preperties0fsocial networks. (Cognitive Knowledge
Level: Understand)

CO 2 | Analyze the concepts.0f evolutiom and“priveey . sotial networks. (Cognitive
Knowledge Level: Anatyze)

CO 3 | Model and vistalize social networks. (Cognitive'Knowle@ige Lgvel: Apply)

CO 4 | Mine the behaviour of users in the So€lal Networks. (Cegnitivie Knowledge Level:
Analyze)

CO5 | Use Multimedia Information’ Netwerks i Social Media! (Cognitive Knowledge
Level: Analyze)

CO 6 | Design,| Develop, ImplementandwPresent innovative ideas on Social network
analysis congepts and techniques. (Cegnidlve Khowledge Llevel: Create)

Program Outcomes (PO)

Outcomes are the attributes that are to-be demonstraied by a graduate after completing the
course.

PO1: An ability to independently carry out-researeh/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tools to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects.

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1
CO2
CO3
CO4
CO5
CO6

Assessment Pattern

Bloom’s Category End Semester Examination

Apply 70%580%
Analyze 30%-40%
Evaluate

Create

Mark distribution

Total ESE
Marks CIE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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Continuous Internal Evaluation: 40 marks

3. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

4. Course based task/ Seminar/ Data collection and interpretation : 15 marks
5. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted. By the respective Collége.

There will be two parts; Part/A and Part B.

Part A will contain™5 numerical/short-answer questions with 1 question-from each module,
having 5 marks foreach question. Students shoutd answer all questions.'Part B will contain 7
questions (such questions shall be useful in‘the testing of overall achievement and maturity of
the students in 'a_cou¥se, through leng ‘answer questions relating_to theoretical/practical
knowledge, derivations,” problem solving and jquantitative evaluatign), with minimum one
question from each modute 'of which student should answer any five, Each question can carry
7 marks

Total duration of the examinatiomwill be:150 minutes:

Note: The marks obtained for the ESE«for an-elective counse shall not exceed 20% over the
average ESE mark % for the_core,courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example, if the average end semester mark % for a core course Is 40, then the maximum
eligible mark % for an elective course 1s 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):

» Explain the properties of dynamic weighted and unweighted graphs.

Course Outcome 2 (CO2):

1. Describe privacy breaches and privacy preserving mechanisms in social networks.
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Course Outcome 3(CO3):

1. Classify the visualization of social networks.

Course Outcome 4 (COA4):

3. Given asocial network with labels on some nodes, how to provide a high quality
labelling for every node?

4. What are the types of changes in the evolution of the web community?

Course Outcome 5 (COb5):

3. Describe the different kinds of tags.
4. Explain the applications of tags.

Model Question Paper
QP CODE:

Reg No:

Name: PAGES: 4

SECOND SEMESTER M. TECH BEGREE EXAMINATIONsMONTH & YEAR
Course Code24SJ2ECS007
Gourse,Name: 'Social Networks Analysis
Max. Marks : 60 Duration: 2.5 Hours
RPARTA
Answer All Questions. Each Question Carries 5 Marks

What are the static properties of unweighted graphs?
Briefly describe various Node-Edge Diagrams

Explain the techniques for keyword search over graph data
What are the applications of community mining algorithms?
Differentiate between Categorizers and Describers.

PART B
(Answer any five questions. Each question carries 7 marks)

Explain the properties of dynamic weighted and unweighted graphs.
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Describe privacy breaches and privacy preserving mechanisms in social
networks.

Classify the visualization of social networks.

Given a social network with labels on some nodes, how to provide a high
quality labelling for every node?

What are the types of changes in the evolution of the web community?
Describe the different kinds of tags.
Explain the applications of tags.

Describe Ethnography, Netnography and event maps

Multimedia information networks can be viewed as a marriage of multimedia
content and social networks. Justify:

Explain ontology based learnings

Syllabus

Module 1: Introduction

Introduction to SoCials Network Data Amalytiess Introduction, Ondine “Social Networks:
Research Issues| Research Topi€s Jia. Soclal [Networks: “Statisticalts Preperties of Social
Networks: Preliminaries, Static Properiies, DynamiesProperties. Random Walks in Social
Networks and their Applications: Random Walks on Graphs: Baekground, Application in
Computer Vision, Fext Analysis, Collaborative Filtering.

Module 2: Evolution in-Social Networks

Evolution in Social Networksy, Framework, ‘€hallenges’ of Social Network Streams,
Incremental Mining for Community Tracing;~Tracing ‘Smoothly Evolving Communities.
Models and Algorithms for Social Influence Analysis: Influence Related Statistics, Social
Similarity and Influence. Privacy in Social Networks: Privacy breaches in social networks,
Privacy-preserving mechanisms.

Module 3: Visualizing Social Networks

Visualizing Social Networks: A Taxonomy of Visualizing Social Networks: A Taxonomy of
Visualizations. Data Mining in Social Media: Methods for Social Media, Ethnography and
Netnography, Event Maps. Text Mining in Social Networks: Keyword Search, Classification
and Clustering Algorithms, Transfer Learning in Heterogeneous Networks.
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Module 4: Mining Communities

Aggregating and reasoning with social network data, Advanced Representations - Extracting
evolution of Web Community from a Series of Web Archive -Detecting Communities in
Social Networks - Evaluating Communities — Core Methods for Community Detection &
Mining - Applications of Community Mining Algorithms - Node Classification in Social
Networks

Module 5: Multimedia Information Networks in Social Media

Multimedia Information Networks in Social Media: Links from Semantics, Links from
Community Media. Network of Personal Photo Albums, Geographical Information, Inference
Methods. Social Tagging and Applications: Tags: Why What, Tagging System Design, Tag
analysis, Visualization of Tags, Applications of Tags.

Course Plan

No. of
Lectures
(40
Hours)

Module 1:_Introduction 8

Introduction torSacial NetworksDatasAnalytics

Online Social Networks: Research Issues

Research Topics'in‘Social Networks

Statistical Properties of Social Networkss Preliminaries,Static Prgperties,
Dynamic Properties

Random Walks in Secial'Netwerks and their Applications

Random Walks on Graphs; Backereund

Application in Computer \ision

Text Analysis, Collaborative Filtering

Module 2: Evolution in Social Networks

Framework

Challenges of Social Network Streams

Incremental Mining for Community Tracing

Tracing Smoothly Evolving Communities

RPlR R PR o R R R -

Models and Algorithms for Social Influence Analysis: Influence Related
Statistics

Social Similarity and Influence

Privacy in Social Networks: Privacy breaches in social networks

Privacy-preserving mechanisms

Module 3: Visualizing Social Networks

A Taxonomy of Visualizing Social Networks
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A Taxonomy of Visualizations

Data Mining in Social Media: Methods for Social Media

Ethnography and Netnography, Event Maps

Text Mining in Social Networks: Keyword Search

Text Mining in Social Networks: Keyword Search

Classification and Clustering Algorithms

Transfer Learning in Heterogeneous Networks

Module 4: Mining Communities

Aggregating and reasoning with social network data

Advanced Representations - Extracting evolution of Web Community
from a Series of Web Archive

A IR I R R I I

Detecting Communities in Social Networks

Evaluatir- D ArrAL AR A

Core Me matmify.Detectioh & Miin

Core Me r ComppunityPetettion & Wiiing
Applicat Commanfiy Mifiing Algorithms

Node Classification MsSetial Networks =

Module 5: Multimedia InformationNetworks in SocialMedia

Links from.Semantics, Links frontGamnmuiity. Media

Network of Personal Photo Albums

Geographical infarmation

Inference Methods

Social Taggingiand Applications: Tags: Why What

Tagging System Design

Tag analysis

Visualization®0f Tags, Applicatiens.of Tags

RR R PR PR RO R R R R
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CODE COURSE NAME CATEGORY CREDIT

P4SI2ECS008 MODERN DATABASE PROGRAM A

MANAGEMENT ELECTIVE 4

Preamble: This course provides an exposure to the concepts and techniques in modern data
management. Different types of NoSQL databases, their architecture and use cases are discussed
in this course. A better understanding of data management is provided through MongoDB,
Cassandra and Neo4J databases. This course helps the learners to develop applications that
manage data efficiently with the help of suitable data models and techniques.

Course Outcomes: After the completion of the course the student will be able to:

CO 1 | Analyze issues and solutions in madern databases. (Cognitive Knowledge Level:
Understand)

CO 2 | Employ and operate on documeni-databases-and-techniques. (Cognitive Knowledge
Level: Apply)

CO 3 | Apply spatial database” concepts to efficiently organise andsretrieve spatial data.
(Cognitive Knowledge Level: Apply)

CO 4 | Research,) analyze and use ernerging ftechmgotogies in column-store. (Cognitive
Knowledge Level: Analyze)

CO 5 | Practice te€hniques in Graph database. (Coghitive Knowledge-l evel: Analyze)

CO 6 | Design, Bevelop, Implement.and Present innovative ideas—on_modern database
concepts and teghniques. (CognitivelKmowlgage L evel: Create)

Program Outcomes (PO)

Outcomes are the attributes that areto be demonstrated by a“graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex

engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4
CcO1 &

CO2
CO3
CO4
CO5
CO6

Assessment Pattein

Bloom’s Category End Semester Examination

Apply 70%-80%
Analyze 30%-40%
Evaluate

Create

Mark distribution

Total ESE
CIE .
Marks Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

i. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks
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13. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students shoutd.answer all guestions. Part B will contain 7
questions (such questions shall be useful in the testing.of overall achievement and maturity of
the students in a course, through #dang answer guestions.relating to theoretical/practical
knowledge, derivations, Pprobleny-solving and quantiative: evaluation), with minimum one
question from each module of-wihich student should answer-any.five. Each question can carry
7 marks

Total duration of the examination will be 250 minutes.

Note: The marks obtaired for the ESE+for an elective course shall not exceed 20% over the
average ESE mark % for ithe core courses SESE marks awarded to a;siudeni for each elective
course shall be normalized accordingly.

For example, if the"average end semester mark % fora core course iS40, then the maximum
eligible mark % foran elective course is40+20.= 60.%.

Course Level Assessment Questions

Course Outcome 1 (CO1):

a. Give specific instances to illustratgvertical.and hafizental fragmentation in distributed
databases.

The figure shows version v1 of a system. Values “berlin’ and “142” are assigned to city
and number fields of the address object respectively.

S

» street—
kantstra

* number=
null

+ city= null
V1

Explain how the system can maintain its consistency using object versioning
after the change.
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Course Outcome 2 (CO2):

1. While creating Schema in MongoDB what are the points that need to be taken in
consideration? Explain with an example.

Course Outcome 3(CO3):

1. Use R-Tree to store the following points in which only 3 points/node. (10,10), (15,10),
(20,10), (30,20), (50,10), (50,80), (60,30), (60,60), (70,20), (75,10).

Course Outcome 4 (CO4):

1. How does Cassandra handle large volumes of data efficiently? Describe the use of Sorted
String Tables and consistent hashing with virtual nodes in Cassandra.

Course Outcome 5 (CO5):

1. Write the Neo4] Cypher Query which returns all*tae ‘players, (nodes) that belong to the
country India and-have scored runs greater than 210. Assume that the below nodes are
created using Neo4j.

CREATE (Dhawan: player {name: "Shikar Phawan", YOB:| 1985, runs:363, country:

"India"})

CREATE (Jonathan: player {name: "Jonathan Trott", ¥OB.1981, runs:229, country: "South

Africa"})

CREATE (Sangakkara:, player {name: sKumarSangakkara", YOB: 1947, runs:222, country:
"Sri Lanka"})

CREATE (Virat: player {mama:"ViratKohli",%OB: 1988, runs:16, country: "India"})
Course Outcome 6 (CO6):

1. Implement E-Commerce stream analysis using Cassandra.
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES: 4

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS008
Course Name: Modern Database Management
Max. Marks : 60 Duration: 2.5 Hours
PART A

AnswerAlQuestions..Each-Questian Garries 5 Marks
Give specific instanees to%lluStrate verticaliang horizontaldragientation in
distributed databases.
How does MangoDB provide congsistency? Explain with the help of aScenario.
What is the pgrpose of spatial indeXing? How spatial thelexing isjuseful in
geospatial applicatians like Uber rige‘sharing apps:
How Cassandra impleménts Hinted Handofiet | kistrate with an‘example.
Suggest a suitableldata moded.for staring the details of mevies; aetors with

queries list all pairs of agtorswho have.co-starreds"moviesof a particular director

in a particular year, build*a simple recommendation.engine, starting from a

known movie that you liked, andfind Simi#lar mevies that you might also enjoy.

Give justification for your answer.

PartB
(Answer any five questions. Each question carries 7 marks)
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6. @ In hotel taj each customer is3§8%ﬁUbTy EaR \ﬁgf{g'\g&gof%w %\I%m{NG (4])

hashing. Each waiter keeps the information about their customers' favourite
coffee with them. Each customer is mapped to their corresponding waiter
using a hash function. The key values represent the waiter.

Hash function:

H(x)=(x-65) mod 26 x3Keyr
H(x)=(n-65) mod 26 p=-ode
a. Map thefelloviing customers to their correspondiag waiters. [F, G, P,
S T]
[Hint'ASEU- F:70, G:71:R:80y S:83, F.84]
Employee 236 takes brgak and*cuStomen&#39; L &#39:4appears
What is the arrangementSvhennew employee 228 is added?

[fthat waiter went-forasmoke break while a custemer
arrives, how will the situation bethandied?

The figure shows.version vl of a-system: Values ‘berlin"and ‘142 are
assigned to ¢ity amd_number sfields™®of the address “object _respectively.

s Add
* street—=
kantstre
» number
null

* city= null

4. Explain how the system can maintain its consistency using
object versioning after the change.
5. Draw version 2 of the system.

While creating Schema in MongoDB what are the points need to be taken in (7
consideration? Explain with an example.

Use R-Tree to store the following points in which only 3 points/node. (10,10), (7)
(15,10), (20,10), (30,20), (50,10), (50,80), (60,30), (60,60), (70,20), (75,10).
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How does Cassandra handle Iar'ge IOEH&EJ? ﬁ%‘%&&%@%%‘ thFe

use of Sorted String Tables dad consistent hashing with virtual nodes in
Cassandra.

How is a bloom filter space efficient? Do blooms filters have false negatives?
Consider a Bloom filter that consists of m= 13 memory bits and hash function
f () defined as f(k)=(3*k) mod m where k is the given key. Assume that all m
bits of the Bloom filter are initially set to 0. Show the Bloom filter bits
following the insertion of the keys 7, 11 and 9. Show result after each
insertion.

Write the Neo4j Cypher Query which returns all the players (nodes) that
belong to the country India and have scored runs greater than 210. Assume
that the below nodes are created using Neo4;.

CREATE (Dhawan: player {name: "Shikar Dhawan", YOB: 1985, runs:363,
country: “India"})

CREATE (Jonathan: player<{namej="danathan Tratt", Y OB:1981, runs:229,
country: "South Affica”})

CREATE (Sangakkara: layer {name: “KumdrSangakkara%, YOB:1977,
runs:222, country: *Srilanka™}) .

CREATE (Virat™player {name:"Viratkohh*, YOB: 1988, runs:1/6, country:
"India"})

Analyse the/following instance of a.graph database:

Write Neo4j cypher query for the following cases:
4.  Create a relation Love between Persons with names Ann and Dane
Who drives a car owned by a lover
Whom does Ann love?
Find Ann’s car?

Describe the car using SET clause (Brand- Volvo, Model-V70)

Ensure uniqueness for the person with name Ann

Create a relationship between Ann and her pet dog with name
Sam using MERGE clause
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Syllabus
Module 1: NoSQL Databases

Review of Distributed Databases- Fragmentation, Replication, Transparencies in design,
CAP theorem- BASE transactions and eventual consistency, consistent hashing, object
versioning & vector clocks, Consensus algorithms, Logging & Snapshots, Properties of
NoSQL databases, Types of NoSQL Databases.

Module 2: Document based databases

MongoDB- Documents- JSON & BSON format, representing relationships, CRUD
operations, Indexing, Aggregation, Sharding architecture and Replication strategies,
consistency and locking.

Module 3: Spatial Databases

Types of Spatial Data and_Querigs: Point and Regign Data- Queries, Spatial Indexing:
Space Filling Curves- Z ordering; " Quad Trees, R-Trees, Geospatial queries & geospatial
indexes in MongoDB:

Module 4: Column-databases

Column family, Cassandra Architecture=Gessiping, Snitches, Rings and, Tokens, Virtual
Nodes, Replicgtion_Strategies,#Caonsistency, Hinted handoff, Lightweight Transactions,

Bloom filter, Compaction; Fault telerance, Caching, SSTable &tMemTable, Cassandra
Query Language

Module 5: Graph Dagabases

Neodj- Introduction, Example graphs,. Data Medeling,~Traversal, Indexing, Features,
operations, Cypher Queries=-Create, Match clause:

Course Plan

No. of
Topic Lectures
(40 Hours)
Module 1: NoSQL Databases 8
Review of Distributed Databases

CAP theorem- BASE transactions and eventual consistency
Consistent hashing

Object versioning

Vector clocks

Consensus algorithms
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Logging & Snapshots

EERING-CS

Properties of NoSQL databases, Types of NoSQL Databases.

1

Module 2: Document based databases

[EEN
o

Introduction to Document Database & MongoDB

MongoDB Documents- JSON & BSON format

Representing relationships

CRUD operations

Indexing

Aggregation

Sharding architecture

Replication strategies

Consistency

Locking

Module 3: Spatial Database

Types of Spatial Data

Types of Spatial Queries

Spatial Indexing

Space Filling Curyves= Z-Qrdering

Quad Trees

R-Trees

Geospatidl querigsiin MongoDB

Geospatial“indexes in MongoDB

Module 42 Column databases

Introductien ta.Column family.& Cassandra, Cassandra Architeeture-
Gossiping

Rl o R R RPRRPRRPRR R R OR R R R R R PR P -

Snitches, Rings and Tokens

Virtual Nodes& Replication Strategies

Consistency

Hinted handoff & Lightweight Transacttons

Bloom filter, Compaction

Fault tolerance, Caching, SSTablei& MemT able

Cassandra Query Language

Module 5: Graph Databases

Introduction to graph databases

Neo4j, Example graphs

Data Modeling

Traversal, Indexing, Features and operations

Cypher Queries- CREATE

Cypher Queries- MATCH

RPlRrRrRPr PR o R R R PR P~
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CODE COURSE NAME CATEGORY CREDIT

24SJ2ECS004 DISTRIBUTED PROGRAM ;

ALGORITHMS ELECTIVE 4

Preamble: The purpose of this course is to introduce the distributed algorithms with an
emphasis on principles and theory. This course provides the concepts and techniques of
distributed algorithms in synchronous and asynchronous distributed computing systems. This
course helps the leaners to gain a good idea regarding various system models and their
capabilities, which will help to design new algorithms.

Course Outcomes: After the completion of the course the student will be able to

Understand the working of problem domain in synchronous distributed computing
system. (Cognitive Knowledge Level.sUnderstamnd)

Develop algorithms for synchropous distributed, computing system(Cognitive
Knowledge Levef: Apply)

Examine the consénsuspseblem-in a distributed computingsystem(Cognitive
Knowledged_evel*Apply) .

Illustrate the Useaf different communication.models in aSynchronous distributed
computing systems. (Cognitive Kinowledge level: Apply)

Develop algorithms for various reseuice allecation problems in,Asyrchronous
distributed computing systems. (Caognitive Knowledge Level=Apph)

Design, Develgp, Implement apd-Present innovative ideas on distributed algorithms
and technigues, (Cegnitive Knowiledgeilevelr Create)

CO1

CO2

CO3

CO4

CO5

CO6

Program Outcomes ((PO)

Outcomes are the attributes that ang to fe.demanstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and ailied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

CO1

CO2 [~

CO3

CO4

CO5

CO6

Assessment Pattern

Bloom’s Category. End 3emester Examination

Apply 70%-50%

Analyze 30%-40%

Evaluate

Create

Mark distribution

Total ESE
IE i
Marks = Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks
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Course hased task / Seminar/ Data col !@@mﬁgﬁ—i@p@@@@mg 5 EnNaék| S
Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students should answer all questions. Part B will contain 7
questions (such questions shall be useful in the testing of overall achievement and maturity of
the students in a course, through long answer gquestions relating to theoretical/practical
knowledge, derivations, problem saolving and. quantitative. evaluation), with minimum one
question from each module of which Student should-answer.any five. Each guestion can carry
7 marks

Total duration of thexamination will be-150 minutes.

Note: The marks obtaineg for the ESE foran elective course shall not eéxceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example if the average end semester mark % for a core course is-40, then the maximum
eligible mark % for-an’€lective course is.40+20 =60 %.

Course Level Assessment Questions

Course Outcome 1 (€O1):

4. Explain the complexity measuggs of-syrchronous distributed cemputing system.
5. Compare invariant assertion and-simulatigns.
6. Illustrate the execution of a system.
Course Outcome 2 (CO2):
4. For the LCR algorithm,
« GiveaUID assignment for which Q(n 2) messages are sent.
« Give a UID assignment for which only O(n) messages are sent.

Design a unidirectional leader-election algorithm that works with unknown ring size.
Your algorithm should manipulate the UIDs using comparisons only.

Suppose that LubyMIS is executed in a ring of size n. Estimate the probability that any
particular edge is removed from the graph in one iteration of the algorithm.
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Course Outcome 3(CO3):
(iii) Explain Consensus in a distributed computing system.

(iv) Compare Byzantine failure and stopping failure.
(v) Describe the required conditions for the K agreement problem.
Course Outcome 4 (COA4):

8. Describe a specific I/O automaton having no input actions, whose output actions are {0,
1, 2,... }, and whose fair traces are exactly the sequences in set S, defined as follows. S
consists of all the sequences of length 1 over the output set, that is, all the sequences
consisting of exactly one nonnegative integer.

9. Write a pre condition effect code for Reliable reordering channel.
Course Outcome 5 (CO5):

iv. Describe a fair execution of the DijkstralME-algorithm in_which a particular process is
locked out.

v. lllustrate Right-Left:Dining-Philosophers,Algorithm.

Course Outcome 6 (CO6):

3. Implement FlgodMax algorithmyig.a'syaehrenous distributed computing system.

4. Implement [ Peterson Leader-Election  Algorithm "in. an agynchronous distributed
computing system,
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 2

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS009
Course Name: DISTRIBUTED ALGORITHMS
Max. Marks : 60 Duration: 2.5 Hours
PART A

Answer All Questtens. Each Question Garries 5 Marks

Let A be a system jofzn=psocesses, n >:xl, arranged “la_a bidirectional ring. If
all the processes in "A- are identical,. then~ A does not_Solve:the leader-election
problem. Justify

Analyse the complexity of the bellmansfordialgerithm in a general”synchronous
network

Determine thg required conditionsgier thes€ommit preblem

Write an 1/0 automaton A represeating aWreliable message -e¢hannél that accepts
and delivers imessages. from the. Umign¥of two alphabets;y M1 and M2. The
message channel js Supposed to preserv@ the order of#messages from the same
alphabet. Also, if, a_miessage. from¥yalphabet M1 is _sent: prigr-to another message
from alphabet M2, thén the corresponding-éeliveries must occur in the same
order. However, if a message from M1 ishisent afteria message from M2, then
the deliveries are permittedi.tos 0ccur s, thel oppesite order. Your automaton
should actually exhibit all of the allowdble eXternal behaviours.

Illustrate a fair execution of the DijkstraME algorithm in which a particular
process is locked out.
(5x5=25)

PartB

(Answer any five questions. Each question carries 7 marks)

Demonstrate the leader election algorithm with an O(nlogn) communication @)
complexity.
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Compute the maximal indepen d: end saPU TR BEBNCE

Construct the minimum spanning tree of the given graph
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Calculate ithe largest number ofgf@ulty progesses that canh e tolerated by

Byzantine agreement algorithms that,ruagin the following| network graphs?
2. A ringsefisize n.

3. A three:dimensional’. ¢ibe, m nodes™dn: a side, lin~whigh nodes are
connected" only to their. NEighBAUrs N the three dimensions.

Consider the JPetersonlLeader algorithm in a ring#with n*= 16 nodes, in
which the UIDs for proeesses Bl ". .- #P16 are~iespectively, 25, 3, 6, 15,
19, 8, 7, 14, 4, 22, 21; 18,724, 1,10, 23" Predict which process is elected
as leader?

Write an algorithm for breadcast and *acknowlédgment in asynchronous
networks, in which the time complexity depends on the number of nodes.

Demonstrate the precondition-effect code for an implementation of the Dijkstra's
Mutual Exclusion Algorithm in the asynchronous network setting.
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Syllabus

Module 1: Synchronous distributed computing system

Synchronous distributed computing system, Leader Election in a Synchronous Ring, LCR
algorithm, HS algorithm, Time Slice Algorithm, Variable Speeds Algorithm, Lower Bound
for Comparison-Based Algorithms.

Module 2: Algorithms in General Synchronous Networks

Algorithms in General Synchronous Networks. Leader election in a General Network -
Simple Flooding Algorithm, Basic Breadth- First Search Algorithm, Bellman-Ford algorithm,
Minimum Spanning Tree, Maximal Independent Set, LubyMIS algorithm.

Module 3: Distributed Consensus

Distributed Consensus, Distributed Consensus with Link Failures — The coordinated Attack
Problem- Deterministic version, Randomized' versionsBistributed Consensus with Process
Failures and Process Failures. Algorithms for stopping Failures, Algorithms for Byzantine
Failure. Byzantine agreement in general-graphs.-.\Weak sByzantine agreement. Consensus
Problems-K Agreement, Appreximate Agreement, Comimit Problenr.

Module 4: Asynchraneus distributed computing.system

Asynchronous distributed computing system, Asynchronous Network Model - Send/Receive
systems, Broadcast systems, Multicast Systems ! Asynchronous Netwark algorithms- Peterson
Leader-Election| Algorithm, Local SymehremizengSafesSynchronizer.

Module 5: Asynchroneus:Shared Memaiy Systems

Asynchronous Shared Memory Systems, Environment Model, Shared Variable Types.
Mutual Exclusion - “Asynchronous Shared Memory Model; Dijkstra's Mutual Exclusion
Algorithm. Resource Allocation,. - Nonexistence of Symmetric Dining Philosophers
Algorithms, Right-Left Dintng Philosophers Algorithm, Mutual exclusion and Consensus,
Relationship between shared memosy and network models:
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Topic

No. of
Lectures
(40 hrs)

Module 1: Synchronous distributed computing system

8

Synchronous distributed computing system

Synchronous network model

Leader Election in a Synchronous Ring

LCR algorithm

HS algorithm

Time Slice Algorithm

Variable Speeds Algorithm

Lower Bound for Comparison-Based Algorithms

Module 2: Algorithms in General Synchronous Networks

Algorithms in General Synehronous Networks

Leader election in a General Network

Simple Flooding Algorithm

Basic Breadth- First Search”Algorithm

Bellman-Ford algorithm

Minimum Spanning Tree

Maximal Independent Set

LubyMIS algorithm.

Module 3: Distributed Consegasus

Distributed Consensus

R I I I I I I I I R I S e e S S Y =Y

The coordipated.Attack Problem-"Deterministi€ version, Randemized
version

Distributed Cansensuswwith Process Failtires and ProcessiFailures

Algorithms for stopping Failtres

Algorithms for Byzantine Failure

Byzantine agreement in generalsgraphs

Weak Byzantine agreement

Consensus Problems-K Agreement, Approximate Agreement, Commit
Problem

Module 4: Asynchronous distributed computing system

Asynchronous distributed computing system

Asynchronous Network Model - Send/Receive systems, Broadcast
systems

Multicast systems

Asynchronous Network algorithms

Peterson Leader-Election Algorithm

Local Synchronizer

Safe Synchronizer

Module 5: Asynchronous Shared Memory Systems
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Asynchronous Shared Memory {ysigas

Environment Model

Shared Variable Types

Mutual Exclusion - Asynchronous Shared Memory Model

Dijkstra's Mutual Exclusion Algorithm

Resource Allocation - Nonexistence of Symmetric Dining Philosophers
Algorithms

Right-Left Dining Philosophers Algorithm

Mutual exclusion and Consensus

Relationship between shared memory and network models

References
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CODE COURSE NAME CATEGORY CREDIT

CYBER FORENSICS AND PROGRAM
245J2ECS010 INFORMATION SECURITY ELECTIVE 4 0 3

Preamble: This course provides an exposure to the concepts and techniques in Computer
Forensics Technologies. Different types of Computer Forensics systems, evidence of data
gathered, network attacks, evidence data analysis and forensics tools are discussed in this
course. This course helps the learners to design, and develop innovative ideas on different
digital forensic investigation models

Course Outcomes: After the completion of the course the student will be able to

Apply forensics technologies, data recovery , evidence collection and handling
different forensics issues. (Cognitive Kpowledge Level: Apply)

Solve the issues of DataAtquisition ant Data-Recovery. (Cognitive Knowledge
Level: Apply)

CO 3 | Investigate netwark intrusions-and attacks. (CogaitivesiKaowledge Level: Analyze)
Validating ForensicS«ata and process crime, incidentscene. (Cognitive Knowledge
Level: Analyze)

Exploring file'stedctures and perform forgnsics, investigatigngg(Cognitive
Knowledge Level: Analyze)

Design, Develap, Implement and Preésentinnovative ideas on different digital
forensic jnvestigation model. g(€ogmiii vegsnowiedge Level:“Create)

CO1

CO2

CO4

CO5

CO6

Program Outcomes{ f0)

Outcomes are the aftributes that.are to be demonstrated-by-a graduate after completing the
course.

PO1: An ability to independently carry, out researchfinyvestigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-the-
art tool to model, analyse and solve practical engineering problems.
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POG6: An ability to engage in life-long learning for the design and development related to the

stream related problems taking:Qr%v'Edﬁ&ﬁ&a%%%ﬁﬁrﬁﬁﬂtﬁ%%@“ﬁap%d

environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4

(6]

CO1
CO2
CO3
CO4
CO5
CO6

VINENEINENE

Assessment Pattern

Bloom’s Category End SemesterExamination

Apply 70%:300%0
Analyze 30%-40%
Evaluaie

Create

Mark distribution

Total ESE
IE :
Marks = Duration

100 40 275 Hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both
internal and end semester examinations).

Continuous Internal Evaluation: 40 marks

2. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

3. Course based task / Seminar/ Data collection and interpretation : 15 marks

4. Test paper (1 number) : 10 marks
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Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students should answer all questions. Part B will contain 7
questions (such questions shall be useful in the testing of overall achievement and maturity of
the students in a course, through long answer questions relating to theoretical/practical
knowledge, derivations, problem solving and quantitative evaluation), with minimum one
question from each module of which student should answer any five. Each question can carry 7
marks

Total duration of the examination will be' 150 minutes.

Note: The marks obtained for the ESE for an. elective=¢ouise shall.not exceed 20% over the
average ESE mark %-fer the-Cefe courses. ESE=marks awardéd'io a student for each elective
course shall be normalized.accordingly.

For example if the average end semester mark %6+for a core courseis 40, then the maximum
eligible mark % fer an efective course'is 40420 =60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

» An email threat has been sent to the President at 4 am. The pohice succeeded in tracking the
person down and‘they found-that the IP address belonged.to Bob: They reached his home
around 8 am and seized the computer.(computer.was ON)-and arrested Bob. Suppose you are
the Cyber Forensic expert whe, reached the venue at'9.amiand started the investigation.

Identify the steps need to be takenand justify your answer by giving the reason for
each step.
« List the methods used by the police to track Bob down?

« How is data seizure relevant in computer forensics and evidence collection?
Course Outcome 2 (CO2):

iv. After the Covid-19 virus lockdown, the American based laboratory found that someone had
tampered with their central server and they think that one of the staff members did this using
the company system. The Manager sends the computer to a CFS team for a forensic
examination. How did the CFST go about conducting their examination?
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Course Outcome 3(CO3):

* A bank suspected an employee of downloading sensitive files from the bank’s computer
network using his bank laptop computer from home while on leave of absence. The bank
sent the computer for a computer forensic examination. How can this issue be addressed
by the professionals?

A cyber-attack happened in a Govt. Official server and the network has been breached. In
this case how will the network forensics and investigation of the logs happen?

Course Outcome 4 (CO4):

5. Analyse the computer image verification and authentication.

6. When a network breach happens, what all are the obstacles in collecting digital evidence
from the network?

Course Outcome 5 (COb5):

4. A new trainee joined a cyher-security'fiem. His trainer gave a talk about how to poison
DNS. So what may be the techniquges he hasiexplainedto.rim?

5. Explain the most commonly used cyber farensic toots.for forensicinvestigation. Also write
on the surveillampcetoglstused for infermation warfare ofithesfuture.

Course Outcome 6 (CO6):

1. Develop a digital farensic investigation.model withithe idea of Vénterthat digital forensics
investigation«€an be ¢onducted-by*evernon-technical persons
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Model Question Paper

QP CODE:

Reg No:

Name: PAGES : 2

SECOND SEMESTER MTECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS010
Course Name: CYBER FORENSICS AND INFORMATION SECURITY
Max. Marks : 60 Duration: 2.5 Hours
PAR-A

Answer AlllQuestigns.Eaeh QuestioniCackies 5 Marks

Analyse the procedure foricerporate high-tech inveStigations.

Give specific ingtances:o itlustrate data seizure.

Explain the stepsiiny®lyed in investigating router.attacks.
Illustrate the walidation of forensics.data

Explain the different hardware-tooIS for computer Torensics.

PartB
(Answer arty five questions. Bach.qtestion carries< marks)

a Analyse the procedure for corporate highstech investigations.
b How is data seizure-televant-in computer forensics.andevidence collection.

Describe the differenticyber.forensic:malicieus softWware;

a Discuss Duplication and Preservation of Digital Evidentce.

A bank suspected an employee of downloading sensitive files from the bank’s
computer network using his bank laptop computer from home while on leave of
absence. The bank sent the computer for a computer forensic examination. How
can this issue be addressed by the professionals?

A new trainee joined a cyber-security firm. His trainer gave a talk about how to
poison DNS. So what may be the techniques he has explained to him?

A cyber-attack happened in a Govt. Official server and the network has been
breached. In this case how will the network forensics and investigation of the
logs happen?

Explain cyber surveillance and criminal tracking.
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12 g Discuss about any two software tools used for cyber forensics. 3
Develop a digital forensic investigation model with the idea of Venter that
b

digital forensics investigation can be conducted by even non-technical persons. (4)

Syllabus
Module 1: Introduction to Computer Forensics

Computer Forensics Fundamentals, Types of Computer Forensics Technology — Types of
Computer Forensics Systems-Data Recovery and Evidence Collection— Forensic duplication
and preservation of DE, Understanding Computer Investigation.

Module 2: Evidence Data Gathering

Data Acquisition. - Data Recovery- Evidence Collection and Data Seizure - Duplication and
Preservation of Digital Evidence.

Module 3: Investigations

Network Traffic , Web Attacks-Raouter Forensics, DoS Attacksandunternet Crime.

Module 4: Evidence.Data Analysis

Discovery of Eléectronic Evidence - ldentification.of Data - Determining and Validating
Forensics Data — Data Hiding Techniques,— Perfesming Remote Acquistiion— Cell Phone and
Mobile Devices Forensics- Processtng Crime and Incident Seenes.

Module 5: Forensics Tools and Case Studies

Working with Wingews and'DOS Systems.--fUnderstanding File systems, Exploring Microsoft
file structures, Examining NFFS, disks, Understanding whole disk encryption, windows registry,
Microsoft start-up tasks:

Current Computer Forensies Tools:  Software/ Hardware Tools. Computer forensics
investigation — A case study

Course Plan

No. of
Lectures
(40
Hours)

Module 1: Introduction to Computer Forensics 8

Topic

Computer Forensics Fundamentals

Types of Computer Forensics Technology

Types of Military Computer Forensic Technology
Types of Computer Forensics Systems

Intrusion Detection Systems
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Data Recovery and Evidence Collection

Forensic duplication and preservatio’h "ot DigitaP BUidence A =VPINEER

Understanding Computer Investigation

Module 2: Evidence Data Gathering

Data Acquisition

Data Recovery

Evidence Collection

Why Collect Evidence, Collection Options Obstacles

Types of Evidence, The Rules of Evidence

Volatile Evidence, General Procedure

Collection and Archiving

Methods of Collection, Artifacts

Collection Steps

Data Seizure

Duplication of Digital Evidence

Module 3: Investigations

I e N N N e e i

Network Traffic AnvestigatingNetwork Intrusions

Network Forgnsies and Jnvestigatiag 1ogs-

Web Attacks

Router Forensics

DoS Attacks

Internet Crime

Module 4: Evidence Data Analysis

N I S T N N

Discovery of Electronic Evidence

Identification-af Data

Determining and \alidating Forensics'®ata

Data Hiding Teehnigues

Performing Remote Acquisiéion

Cell Phone and Mobile Devices.Forensics

Processing Crime and Incident Scénes

Module 5: Forensics Tools and Case Studies

o I e N N e

Working with Windows and DOS Systems

Understanding File systems

Exploring Microsoft file structures

Examining NTFS disks

Understanding whole disk encryption, windows registry

Microsoft start-up tasks.

Current Computer Forensics Software/Hardware Tools

Case Study

R e
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CODE COURSE NAME CATEGORY CREDIT

PROGRAM
24SJ2ECS011 SOFTWARE TESTING ELECTIVE 4 3

Preamble: The course aims at introducing various concepts of software testing, including
white box, black box, static and dynamic testing. Testing is an integral part of software
development and the software has to be tested in all aspects to ensure trouble free execution
in all environments. The learner will be able to use the various testing tools such as JUnit,
Selenium, AFL and CBMC.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Explain various concepts in software testing including black box testing and white
box testing. (Cognitive Knowledge, Levél>*Understand)

CO 2 | Develop test cases in J@nitste-verify. the behaviour of independent components of a
program.(CognitiveKnowledge L evel. Evaluate)

CO 3 | Use Selenium to'iautomate .tests across. web browsersito®verify that the application
behaves as expeeted.{Cagnitive Kmowledge Level: Evalfiate)

CO 4 | Use American FuzzyLop (AFL) to efficiently increase thereoverage of test cases and
to automatiedlly-discover clean, interestingsest cases that trigger new internal states
in the targeted binary. (Cognitive'kinewleege L evel: Analyze)

Perform bounded model checking for Ciprograms using the tool CBMC. (Cognitive
Knowledge Lgvel: Evaluate)

Design, devglop-and implement’solutiensskased®on the congepts of software

testing. (Cognitrive Knowledge L ewel¥Create)

Program Outcomes (PO)

Outcomes are the attributesthat are to be’demanstrated by @ graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards
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the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO 2 PO 3 PO 4 PO5

7/ 7/ 7/ 7/

7/ 7/

Assessment Pattern

Bloom’s Category End Sermester EXamination

Apply 70%-80%

Analyze 30%-40%

Evaluate

Create

Mark distribution

Total ESE
Marks CIE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design-based questions (for both
internal and end semester examinations).
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3. Preparing a review article based on peer reviewed original publications (minimum 10
publications shall be referred) : 15 marks

4. Course based task / Seminar/ Data collection and interpretation : 15 marks
5. Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.
Course based task/test paper questions shall be useful in the testing of knowledge, skills,

comprehension, application, analysis, synthesis, evaluation and understanding of the
students.

End Semester Examination Pattern:

The end semester examination will be cgfiducted byithe respective College.

There will be two parts; Part A and Rart B.

Part A will contain 5 numerical/short' answer questionstwith 1 guestion from each module,
having 5 marks for each question. Sttidents should answer ali guestions. Part B will contain 7
questions (such questions shatl be useful in the testing of overall achieyement and maturity of
the students in a ceurse, through long answer questions relating o theoretical/practical
knowledge, derivatiohs,~problem solving.and guantitative evaluation), with minimum one
question from each module of which/student'should answer any five..Each question can carry
7 marks

Total duration of the examination willibe 150:minutes.

Note: The marks obained for the ESE for,aia elective*course shall not exceed 20% over the
average ESE mark % for_ the core courséSsESE marksawarded 10 a Student for each elective
course shall be normalized-aceordingly.

For example, if the average‘endsemester mark % for a core“course=is-40, then the maximum
eligible mark % for an elective caurse-s 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):

« Differentiate between black box testing and white box testing, static testing and dynamic
testing.

Course Outcome 2(CO2):

1. Write a Data Driven Test Class for the following class in Java and explain?
publicclassCalculate {

publicintsum(intvarl, intvar2) {
System.out.printIn("Adding values: "+ varl + " + "+ var2);

returnvarl + var2;
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}
Course Outcome 3 (CO3):

1. Demonstrate the use of Selenium WebDriver for the following use case.

Launch Chrome browser.
Open KTU Login Page
Click on the Login Button
Close the web browser.

Course Outcome 4 (COA4):

4. This problem is a pen-and-paper problem, and is based on the AFL fuzzerpseudo-code.
For simplicity assume that the program being tested has only one branch pair. Hence, the
arrays G and Shm have only one entry (consisting of a single byte). Say at some point of
the run of afl-fuzz the value in G is OXEB.

» Say a run of the program on & test input t1 oceurs now, and the exact visit count of

the branch-pair in this run(i.e:, beferesrounding) is 6. Would this test input t1 be
added to the gtieue” Q. or-not?-Justify.your answer by showing the necessary
calculations. If it would.be added to Q, what would be thetipdated entry in G? (You
can ignoresthe arcay R for this problem.)
Consider thg pextitest input t2. What-is-the smallest (exact) wisticount of the branch
pair by t2 that.would cause 2 t@"he not.added to Q, and what isthe smallest (exact)
visit cotmt of the branch paigby t2 that weuld cause t2to"be.added to Q? Justify
your answer.

Course Outcome 5 (COS5):

1. A buffer is a‘icontiguously allocated.chtimk of“memory, represented by an array or a
pointer in C. Programs_wxitten in C do®met provide autematic bounds checking on the
buffer, which means.a.program.can = accidentally or.deliberately — write beyond a buffer.
The following example is*a perfectly-vahid-C program-(in the sense that a compiler
compiles it without any errors):

intmain()

o
int buffer[10];

buffer[20] = 10;
b

However, the write access to an address outside the allocated memory region can lead to
unexpected behavior. In particular, such bugs can be exploited to overwrite the return
address of a function, thus enabling the execution of arbitrary user-induced code.

Detect the above problem using CBMC.
Course Outcome 6 (CO6):

3. Use Selenium to test the web portal of KTU and report errors and bugs.
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Second Semester M. Tech. Degree Examination, Month, Year
24SJ2ECS011 — Software Testing
Time: 2.5 Hours Max. Marks: 60
Part A

(Answer all questions. Each question carries 5 marks) 5x5 = 25 Marks

Give the generic checklist for code review.

Explain the usage of @DisplayName in Junit5 with an example.
Explain shared Ul maps in Selenium.

Explain the concept of coverage guided fuzzing.

Explain bounded model checking.

Part B
(Answer any 5 questions: Each-guestioneasries Fimarks) 5x7 = 35 Marks

Explain the vartougs tesis’conducted indynamic-blackgoxitesting.

Ilustrate dynamiewiite box testing.

Explain the-dunrLife Cycle ARF.

Explain brieflyabout Junit test.classrandwrite a Junit test classifar the following class
in Java.

publicclassCaleulate {

publicintsumfttvarl, intvar2) {
Systemiout.printing’ Adding values: "+wvarl +2#% SHvar2);
re varl +pvar?;

¥
k

What is Jenkins? Explain how continuous integration is achieved using Jenkins and
Selenium.

Give the AFL fuzzing algorithm.

Explain how bounded model checking can be used for program debugging and repair.
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Module 1: Testing Fundamentals

Introduction, black box testing, white box testing, static black box testing, dynamic black

box testing, static white box testing, dynamic white box testing.

Module 2: Introduction to JUnit

Introduction to Unit Testing in Java, Test Class, Test Method, Assertions, JUnit Life Cycle

API, Test Execution, JUnit Test Framework.

Module 3: Introduction to Selenium

Introduction, Selenium methods, Verification Point in Selenium, Shared Ul Maps, Using
functions, Using a configuration file, Data Driven Testing, Ul Objects, Debugging, Exception

Handling, Reporting, Batch Execution, Continuous Integration with Jenkins.

Module 4: Coverage Guided Flzzing Using American Fuzzy Lop (AFL)

Basic test input generatian, AEL"as a grey box fuzzer-Characteristics of retained test cases,
vulnerability detection, Measuring the code coverage, AFC-algerithm.

Module 5: BoundedMaodel Checking with CBMC
Principles of BMC, The‘GBMC tool /Applications.oFBMC, CBMG Hands on.

Course Plan

Tepic

No. of
Lectures
(37 hrs)

Module 1: Testing"Fundamentals

7

Getting started, Black bax"andwhite box testing, static'and gdynamic
testing

1

Static black box testing

Dynamic black box testing (Lecture %)

Dynamic black box testing (Lecture 2)

Static white box testing

Dynamic white box testing (Lecture 1)

Dynamic white box testing (Lecture 1)

Module 2: Introduction to JUnit

Test Driven Development, Benefits of Unit Testing

JUnit Introduction, Java 8 Primer (Lambdas, Stream API, Optional <T>)

Project Setup, Writing the first test.

Test Class, Test Method

Assertions

JUnit Life Cycle API, Test Execution

Developing an application with JUnit 5 (lecture 1)

I I I S S S e Y I IR SN Y
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Developing an application with dGjits (ieeisre d)

Module 3: Introduction to Selenium

Introduction to Selenium, Installation, Using Selenium IDE, Managing
User Interface Controls

Creating First Selenium Web Driver Script, Selenium Methods
Verification Point in Selenium, Shared Ul Map

Using Functions, Using a Configuration File

Data Driven Testing — Parameterization, Synchronizing WebDriver
Scripts

Handling Pop-up Dialogs and Multiple Windows, Working with
Dynamic Ul Objects

Debugging scripts, Exception Handling in WebDriver, Reporting in
Selenium

Batch Execution, Continuous Integration with Jenkins

Module 4: Coverage Guided Fuzzing Wsing American Fuzzy Lop
(AFL)

Basics of test input_ gengratiomusing-fuzzing

AFL as grey box fuzzgrs 'Betailed Demo of AFk.,tool
Characteristics-of R&tain€d test cases' | =

Vulnerability. detectioh using AFL

Measuring the code coverage

AFL Algerithm= Selection of g teStiRputiiorftzzing, Scoring.thé test
input

AFL Algorithm®- Fuzzing thejiest input, Retentien/discardingthe
generated test input

Module 5¢'Bourrtied Model Cheekingwith*CBMC

Principles of BMC+([*ecture 1)

Principles of BMC {Lecture 2)

The CBMC Tool

Applications of BMC =RProgfamiBebugging an®Repair,"Goncurrency
Applications of BMC — Testing;"Security

CBMC Hands on (Lecture 1)

CBMC Hands on (Lecture 2)

RPRRr PP RPN
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INTERDISCIPLINARY ELECTIVE




CODE COURSE NAME CATEGORY CREDIT

INTRODUCTION TO | INTERDISCIPLINARY
245J2ECS056 MACHINE LEARNING ELECTIVE 0 3

Preamble: This course helps the learners to understand the concepts in Machine Learning.
Students will be able to understand the basics of regression, classification and clustering.
After completing this course students will be able to develop machine learning based solution
for real world problems in multidisciplinary environments.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Hlustrate the concept, purpose, scope, steps, and applications of ML techniques.
(Knowledge level : Apply)

CO 2 | Understand the concepts of supervised, unsupervised and reinforcement learning to
apply in real world problems. (Knowlefige level=Apply)

CO 3 | Hlustrate the working of clasSifiers andi¢lustering technigues for typical machine
learning applicatigns:.(Knowledge-level. Apply)

CO 4 | Acquire skills to wnprave theperformance of Maehine keatning models using
ensemble technriglesH(l&nowledge. level =Apply)

CO5 Design and*implement solution for a+réal world problef dsing,Machine Learning
algorithms (Cagnifive Knowledge L evel: Create)

Program Outcomes (PO)

Outcomes are the attributes that are t©*be_demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out ¥gSearch/investigation and idevelopment work in
engineering and-allied streams

PO2: An ability to communieate, effectively, write and present technical reports on complex
engineering activities by interaeting with-the engineering fraternity and with society at
large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of
the program. The mastery should be at a level higher than the requirements in the
appropriate bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-
the-art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects
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PO7: An ability to develop cognitive load management skills related to project management
and finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO 1 PO 2 PO 3 PO 4

CO1
CO2
CO3
CO4
CO5

Assessment Pattern

Bloom’s Category End*SemestergkExamination

Apply 80%
Analyse 20%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration
100 40 60 2.5 hours

Continuous Internal Evalpation Pattern:

Continuous Internal Evaluation™: 40" marks

Micro project/Course based project .20 marks

Course based task/Seminar/Quiz 10 marks

Test paper, 1 no. : 10 marks

The project shall be done individually. Group projects not permitted.

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation and understanding of the students.

End Semester Examination Pattern:

Total : 60 marks

The end semester examination will be conducted by the respective College.

There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module,
having 5 marks for each question. Students should answer all questions. Part B will contain 7
questions (such questions shall be useful in the testing of overall achievement and maturity of
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the students in a course, through long answer questions relating to theoretical/practical
knowledge, derivations, problem solving and quantitative evaluation), with minimum one
question from each module of which student should answer any five. Each question can carry
7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained for the ESE for an elective course shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.

For example if the average end semester mark % for a core course is 40, then the maximum
eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions
Course Outcome 1 (CO1):

3. Suppose 10000 patients get tested-for-flus-out of them,. 9000 are actually healthy and 1000
are actually sick. For theisick people,.atest was positive for 620 and negative for 380. For the
healthy people, the same-test:was positive for 180 and negative-fer 8820. Construct a
confusion matrix fof, the data-and compute thesprecision and regali-forithe data.

4. Distinguish between supervised learniag and Refmiorcement learning. Iliustrate with an
example.

5. Discuss any four examples of machine leatning@applications.
Course Outcome 2 (CO2)

8. State the mathematicalformulation of the SVM problem. Give:an outline of the method for
solving the problem.

9. Show the final result ofthierarchigal glustering with gempletedink by drawing a
dendrogram.

0
025 0
0.16 0.14 0
077 070 045 0
061 093 020 067 0

Course Outcome 3(CO3):

6. ldentify the first splitting attribute for the decision tree by using the ID3 algorithm with
the following dataset.
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Experience Tie
CS programming pretty

CS programming pretty
CS management pretty

CS management ugly
business programming pretty
business programming ugly

business management pretty NO
business management pretty NO

Consider the training data in the following table where Play is a class attribute. In
the table, the Humidity attribute has values “L” (for low) or “H” (for high), Sunny has
values “Y” (for yes) or “N” (for no), Wind has values “S” (for strong) or “W” (for
weak), and Play has values “Yes” or “No”.

Humidity | Sunny | Wind Play. |

<

1
=,
L

AT e
£ Yes

What is the class tabel for the followingsday (Humidity=L, Sunny=N"Wind=\W), according
to naive Bayesian classification?

8. Explain DBSCAN-aigorithm fordensity=based.clustering. List gutits advantages
compared to K-means.

9. Explain how Support Vectar Machine canie used for classification of linearly separable
data.

10. Define Hidden Markov-Medel. Whatig'meantby the evaluation problem and how is this
solved?

11. Use K Means clustering to cluster the following data into two groups. Assume
cluster centroid are m1=2 and m2=4. The distance function used is Euclidean distance. {
2,4,10,12, 3, 20, 30, 11,25 }

Course Outcome 4 (CO4):
2. Explain how the Random Forests give output for Classification, and Regression
problems?

3. Is Random Forest an Ensemble Algorithm

4. Why is the training efficiency of Random Forest better than Bagging?
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Model Question Paper

Name: PAGES :4

SECOND SEMESTER M.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24SJ2ECS056
Course Name: INTRODUCTION TO MACHINE LEARNING

Max. Marks: 60 Duration: 2.5 Hours

PART A

Answer All Questions. Eacly QUestion Carries 5 Marks

.| Bias-Variance trade-off is a designsconsideration yyhile.training the machine
learning model. Justify.

Derive the expression- for_sigmoid function assoelated. Wwith™L ogistic
Regression. B

How Optimal Marginal'Hyperplane contributes to the accuxdacy ofpredictions
using SVM~dustify how Kernel-funttions "akc~used in Linear Inseparable
problems

Discuss how.godd DBSCAN is in‘clusteringdata'peints available in depse
Euclidean space.

Suggest an ensemble’method that'genesatesione classifier per round

PartB
(Answer any five'questions: Each-quéstionCarries,7-marks)

Explain various Cost-Fimctions-asSogiatéd with Regtession &
Classification.

Weight updation contributes to the performance of a Neural Network
model. Justify the statement using the Back propagation aigorithm.

Compute  the  Principal Components for the 2D  data:
X=(x1,x2)={(1,2),(3,3),(3,5),(5,4),(5,6),(6,5),(8,7),(9,8)}

Using Naive Bayes algorithm, predict whether a Red color car which
is imported as a Sports category will be stolen or not.

Color  Type Origin | Stolen?
Red Sports Domestic Yes
Red Sports Domestic No
Red  Sports Domestic Yes
Yellow Sports Domestic No
Yellow Sports Imported Yes
Yellow SUV  Imported No
Yellow SUV  Imported Yes
Yellow SUV  Domestic No

Red SUV  Imported No

Red  Sports Imported Yes
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Construct Dendrograms based on Complete Linkage and Average
Linkage.(7)

Perform k-means algorithm on the data given in gn.8.
(Given no. of clusters =2, iterations=2).

If P(Rain) = 0.4 and P(Dry) = 0.6 compute the probability for the
sequence “Rain, Rain, Dry, Dry”.

Elucidate the three basic problems of HMM

Syllabus

Module

Gontents

Overviewy~of" _nrachine learming: ‘supervised,™, sémi-supervised,
unsupervised =gauning, reinforcement learning. Typessof ML
problems;_€lassification, Clustering and.Regression, Gostefunctions:
Definition and' Types, Data’ RreProcessingmBias-Variange trage off,
Cross validation techniquesi¥€ lassifiecperf@imance meastres-ROC
Curves

Introduetion=to! neural netWork===L inear Regression, Least |square
Gradients,) =Eogistic Regressigmj @Sigmoid functioa, &amp;
differengiation} ., Logistic RegressionN” & ~Regularizatier, ~Neural
NetworkS™—%Concept of perceptron fand Artificial pearon,Weight
initializatiop’ techniques, Feed Forward , Neural” Network;" Back
Propagation‘algoxithm

Classification Methods &: Suppert==Vectgr Machine, Optimal
Separating hyper™pfang KernelHtricks4Kernel functions, Gaussian
class conditional distribution,] BayesiRule, Naive Bayes Model,
Decision Tree — ID3, Maximum*=ielihood estimation techniques

Clustering Methods: K-means clustering , Hierarchical clustering
techniques, Density Based clustering, Feature Selection techniques:
Entropy, Correlation Coefficient, Chi-square Test, Forward &amp;
Backward Selection, Dimensionality Reduction: PCA, LDA, t-
SNE B

Basics of graphical models - Bayesian networks, Hidden Markov
model, Ensemble methods — Boosting, Bagging, Random forest,
XGBoost (Case study)
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Lesson Plan

Introduction to machine learning (Hours: 6)

1.1 Overview of machine learning: supervised, semi-supervised,
unsupervised learning, reinforcement learning

1.2 Types of ML problems: Classification, Clustering and Regression
1.3 Cost functions: Definition and Types

14 Data PreProcessing, Bias-Variance trade off

15 Cross validation techniques

1.6 Classifier performance measures, ROC Curves

2 Introduction to neural network (Hours: 8)

2.1 Linear Regression, Least square Gradients

2.2 Logistic Regression

2.3 Sigmoid function & differentiation

24 Logistic Regression - Regudarization

2.5 Neural Networks — Congept of.perceptran.andgArtificialneuron
2.6 Weight initializatfon techiiques

2.7 Feed Forward NeUrat.Network

2.8 Back Propagation-algarithm

3 Classification Methods (Hours: 8)

3.1 Support \eetor Machine

3.2 Optimal Separating hyper plang

3.3 Kernel trick, Kérnel functions

3.4 Gaussiarn class;eonditional distkibution

3.5 Bayes Rule

3.6 Naive Bayes Madel

3.7 Decision Tree — D3,

3.8 Maximum Likelihgod'estimation techRigues

4 Clustering Methods (Hours: 7)

4.1 K-means clustering

4.2 Hierarchical clustering.techniqugs

4.3 BIRCH

4.4 Density Based clustering

4.5 Feature Selection techniques: Entropy, Correlation Coefficient,
Chi-square Test

4.6 Forward & Backward Selection

4.5 Dimensionality Reduction: PCA

4.6 LDA

-

A

[

-

-

Rk R -

RlR R R R R R -

S

[EY

[EY
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4.7 t-SNE

5 Basics of graphical models (Hours: 6)

51 Basics of graphical models - Bayesian networks
5.2 Hidden Markov model

5.3 Ensemble methods - Boosting

5.4 Bagging

55 Random forest

5.6 XGBoost (Case study)

Reference Books

2. Ethem Alpaydin, “Introduction to Machine Learning (Adaptive Computation and Machine
Learning)”, MIT Press, 2004.

3. Kevin Murphy, Machine Learning: A Probabilistic Perspective (MLAPP), MIT Press,
2012

4. Han, Jiawei, and MichelinefiKamber. Data-Mining: Coneeptstand.Fechnigues. San
Francisco: Morgan Kaufmann.Publishers

5. Christopher M. Bishep, i'Pattern Recognition,and Machine Ledrnig”, Springer, 2006
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CODE COURSE NAME CATEGORY CREDIT

INTERDISCIPLINARY
24SJ2ECS057
DATA STRUCTURES ELECTIVE 3

Preamble: The purpose of the syllabus is to create awareness about Data Structures and their
applications. After the completion of the course, the learners should be able to either use existing
data structures or design their own data structures to solve real world problems.

Course Outcomes: After the completion of the course the student will be able to

CO1 | Design algorithms for a task andTalculate the time complexity of that algorithm
(Cogni gL evel

CO2 | Usearrays and linkeeists for probtem-setving (Cognitive Knowledge Level: Apply)

co3 | Represent data uéing tregs; g’raphs and manipulafe them to,SoTve computational
problems. (Cognftive'Knowledge LevelzApply)

CO4 | Make use.of appropriate sorting-algorithims.to-order data based on the situation.

(Cognitivg Knowledge LevelsApph)

cos | Design and ﬁnplément appropriate'Data'Structures, for solvir_]g?real world problem
(Cognitive Knewledge LevelCreate)

Program Outcomes ( PO)
Outcomes are the attributesithatare to be demonstrated by a graduaté after completing the course.

PO1: An ability to independently carry . out researeh/investigation, and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write-and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world problems
by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-the-art
tool to model, analyse and solve practical engineering problems.

PO6: An ability to engage in life-long learning for the design and development related to the
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stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.
Mapping of course outcomes with program outcomes
PO1 PO2 PO3 PO4
7/

</
%/

Assessment Pattern

Bloom’s Category End Semester-Examination

Apply 70%
Analyse 30%
Evaluate
Create

Mark distribution

Total CIE ESE
Marks Duration
100 40 60 2.5 hours

Continuous Internal Evaluation Pattern:
Evaluation shall only be based on application, analysis or design based questions (for both internal
and end semester examinations).
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Continuous Internal Evaluation: 40 marks

d) Preparing a review
article based on peer reviewed original publications (minimum 10 publications shall be referred)
- 15 marks

e) Course based task / Seminar/ Data collection and interpretation : 15 marks
f) Test paper (1 number) : 10 marks

Test paper shall include minimum 80% of the syllabus.

Course based task/test paper questions shall be useful in the testing of knowledge, skills,
comprehension, application, analysis, synthesis, evaluation-and understanding of the students.

End Semester Examinatiop Pattern:
The end semester examination wHbe-Conductedby.the respeetive'College,

There will be two parts; Part.A and Part B.

Part A will contain/5 numerical/short answer questions with 1 question from each module, having 5
marks for each question: Students should answerall-guestions. Part B will-contain 7 questions (such
questions shall bejuseful.in the testing_of overall_achievement and maturity~0f the students in a
course, through long: answer questions—ielating to theoretical/practical knowledge, derivations,
problem solving and-quantitative evaluation), with mintmum one guestion from each module of
which student shouldianswer any five. Each-guestion Can carry 7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained for.the . ESEfor an glective course shall net'exceed 20% over the average
ESE mark % for the core courses. ESE marks awarded to-a'student for each elective course shall be
normalized accordingly.

For example if the average end semester mark % for a core course is 40, then the maximum eligible
mark % for an elective course is 40+20 = 60 %.

Sample Course Level Assessment Questions

Course Outcomel(CO1):
»  Write an algorithm for matrix multiplication and calculate its time complexity.
« Define Big-O notation. Derive the Big — O notation for 5n®+2n2+3",
»  Check whether the following is true or not.
2n+1is O(2n).  Give reason.

Course Outcome 2(CO2):
7. How alinked list can be used to represent the polynomial
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5x*ye+24x3y4-17x2y3+15xy?+45.
Write a procedure to add two Bivariate polynomials represented using linked lists.

. Write an algorithm/pseudocode to convert a given infix expression to postfix
expression. Trace the steps involved in converting the given infix expression  ((A
+B)"C)-((D*C)/F) to postfix expression.

Let L1 be asingly linked list in memory. Write an algorithm that
+ Finds the number of non zero elements in L1
« Adds a given value K to each element in L1

Course Outcome 3(CO3):

3. Create a Binary Tree with the following'sequénceg 14, 15, 4, 18, 9, 16, 20, 17, 3,7, 5,
2 and perform inorder, preorder and“posterder traversals on the above tree and print
the output of the traversals.

In a complete binary tree ofidepth-d(complete including. lastlevel),.give an expression
to find the numberof feafnodes. -

Course Outcome 4(CO4):

2. Write an algorithm/pseudocode to sgit elémentsttsing,Heap sort technique. Illustrate the
working of Heap sort algorithm onithe fellowinginput : 35,15,0,1,60

. With the help ofan-algorithm/pseudeeode and suttable example, explain-how you would
perform binary.searchion an array of n'eélements. Find the time complexity of binary search
algorithm.

. Suppose an array contains elements {10,13, 21, 32, 35, 44, 55} Givethe steps to find an
element “35” using 1) lin€ar search 11)-binary search

Course Outcome 5(C0O5):

Design a reservation system for railways that includes a waiting list. ition is
full, display “reservation tull”” and put them in the waiting list and give a waiting list
number. If a passenger wishes to cancel his ticket, he may do it any time. Then the
passenger at the front of the waiting list is allotted a berth automatically.
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Model Question Paper

Name: PAGES : 4

SECOND SEMESTER M. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: 24S532CS057
Course Name: Data Structures

Max. Marks: 60 Duration: 2.5 Hours

PARTA

Answer AlllQuestions. Eagh Question Carries 5 Marks

Write an algorithm to add agiew elementinapactiCulapposition of an array.

Compare Circular-Queuswith a Normal Queue

How can a doubly liaked list be used to find-palindromes?

Write an iterative algarithm for in-oxder traversal of a Binary Tree

_| Trace the working-6f Quick sort on'the following input 38,8,0,28 45F
12,89,66,42.

Rart B
(Answet any five questions:. Eagh gtiestion carrigs#=marks)

How is the performaneg of an algorithaa evaluated?

In the functions O(nlogn) and Oflegn),—whielOne isBetter in terms of
computational complexity and why?

Write algorithms to insert'and delete glements frona double ended queue.
Ilustrate with examples

Write an algorithm to multiply two polynomials represented using linked list

List the properties of Binary Search Tree. Write an algorithm to search an
element in a Binary Search Tree

Give algorithms for DFS and BFS of a graph and explain with examples.

Write and illustrate algorithms for Merge Sort and Quick Sort.

How is memory de-allocation done in memory management
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Syllabus

Module

Contents

Basic Concepts of Data Structures

System Life Cycle, Algorithms, Performance Analysis, Space complexity,
Time Complexity, Asymptotic Notation, Complexity Calculation of
Simple Algorithms

Arrays and Searching

Polynomial representation using Arrays, Sparse matrix, Stacks, Queues,
Circular Queues, Priority QueuesysDoufstesEnded Queues, Evaluation of
Expressions, Linear Seafel and Bifary Seareft

Linked List and.Memory Mandgenient

Self ReferentiakStructuresDynamie-Memory Allocation, Singly Linked
List-Operations on¥inked List, Boubly%inked List*CirCular Linked List,
Stacks and:Queuesitsing Linked List, Polynomial représeatation.using
Linked List, Memory allocation.andide-akiocation,

Trees, Bipary Tfees-Tree Qpekations, Bifaryiree Representation, Tree
Traversals, Graphs- RepresentationfofiGraphsiEDepth First Search and
Breadth First-Search on Graphs, Applicationsof Graphs

Searching Techniques — Linear-search Binary search Sorting Fechniques
— Selection Sort,Insertion Sort, QuickiSort, Merge Sort.and Heap Sort

Course Plan

Module 1 :

Basic Concepts of Data Structures

(5 hours)

11

System Life Cycle,

1 hour

1.2

Algorithms

1 hour

13

Performance Analysis, Space Complexity, Time Complexity,

1 hours

14

Asymptotic Notation

lhour

15

Complexity Calculation of Simple Algorithms

1lhour

Module 2 :

Arrays and Searching

(9 hours)

2.1

Polynomial representation using Arrays

1 hour

2.2

Sparse matrix

1 hours
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2.3 Stacks 1 hour

2.4 Queues, Circular Queues 1 hour

2.5 Priority Queues, 1 hour
2.6 Double Ended Queue 1 hours
2.7 Evaluation of Expressions 1 hour

2.8 Linear Search 1 hour

2.9 Binary Search 1 hour

Module 3 : Linked List and Memory Management (8 hours)

31 Self Referential Structures 1 hour

3.2 Dynamic Memory Allocatien 1 hour
3.3 Single Linked List-Operations @pn Linked List, 1 hour
3.4 Double Linked"List 1 hour
3.5 Circular Finked . tist - 1 hour
3.6 Stacks and,Queues using Linked List 1 hour

3.7 Pelynaomial representationa@Suilo ksirvlged-List 1 hour

3.8 Memory de-allocation 1 hour
Module 4 :Treesand Graphs (7 hours)

4.1 Trees,Binary Trees 1hour

4.2 Tree Operations, Binary Tree Representation, 1hour

4.3 Tree Tiraversals 1hour
4.4 Graphs 1hour
4.5 Representation.ef. Graphs 1hour
4.6 Depth First Search.ang'Breadthirst Search-en Graphs 1hour

4.7 Applications of Graphs 1hour

Module 5 : Sorting and Hashing (5 hours)

51 Sorting Techniques — Selection Sort 1hour

5.2 Insertion Sort lhour
5.3 Quick Sort lhour
54 Merge Sort

1hour
55 Heap Sort lhour
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Text Book

« Ellis Horowitz, Sartaj Sahni and Susan Anderson-Freed, Universities Press,
Fundamentals of Data Structures in C

Reference Books

Samanta D., Classic Data Structures, Prentice Hall India, 2/e, 2009.
Richard F. Gilberg, Behrouz A. Forouzan, Data Structures: A Pseudocode Approach
with C, 2/e, Cengage Learning, 2005

. Aho A. V., J. E. Hopcroft and J. D. Ullman, Data Structures and Algorithms,
Pearson Publication,1983.

. Tremblay J. P. and P. G. Soreqsen, Introduction-to Data Structures with Applications,
Tata McGraw Hill, 1995.
Peter Brass, Advanced Pate-Strtictures, Cambridge. Uriversity Press, 2008

. Lipschuts S., Fheory and.Problems @f Data=Structures,"Schaum’s Series, 1986.

. Wirth N., Algerithis # Data Structures= Programs, PrenticedHal, 2004.

. Hugges J. K=and:d! I© Michtm, A Structured Approach to Pragramming, PHI, 1987.

. Martin Bargett, Clifford Wagner,And®@nixs= 0ols For Software.Design, John Wiley,

2008 reprint
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CODE COURSE NAME CATEGORY CREDIT
SOFTWARE PROJECT INTERDISCIPLINARY 3
MANAGEMENT ELECTIVE

24SJ2ECS058

Preamble: This course provides fundamental knowledge in the Software Development Process.
It covers Software Development, Quality Assurance, Project Management concepts and
technology trends. This course enables the learners to apply state of the art industry practices in
Software development.

Course Outcomes: After the completion of the course the student will be able to

Demonstrate Traditional and AQHe Seftware Deyelopment approaches (Cognitive

COo1
Knowledge Level: Apply)

Prepare Software Reguirement Specificationand Software Design for a given problem.
(Cognitive-Knrowledge Level: Apply)

Justify _the Lsignificance of.~design. patterns and licemsing jterms in software
develgpment;' prepare testingy mainténanee ‘and DevOps strategies for a project.
(Cognitive Knowledge Level: Apply)

Make~use Of ‘software preject management concepts whte.planning, estimation,
scheduling, iracking and change management of a preject, with a traditional/agile
framewark, (Cognitive Knowledgg Bevel“Apply)

Utilize SQA.._ practices, Process Improvements techniques and Technology
advancements in cleud based-.software~models™and containers & microservices.
(Cognitive Knowledge Cevel™Apgly)

Program Outcomes ( PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the
course.

PO1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at
large.
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PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world
problems by following the standards

PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-the-
art tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive loat management skitts related to project management and
finance which focus on Entrepreneurship-and-ndustry relevance,

Mapping of course outcomes with program outcomes
PO1 PO?2 PO 3 PO 4 POsb
COo1 )

CO?2
CO3
CO4
CO5

Assessment Pattern

Bloom’s Category End-Semester Examination

Apply

Analyse

Evaluate

Create
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Mark distribution

Total Marks| CIE ESE Duration

100 40 2.5 hours

Continuous Internal Evaluation Pattern:

Evaluation shall only be based on application, analysis or design based questions (for both internal
and end semester examinations).

Continuous Internal Evaluation: 40 marks

3. Preparing a review
article based on peer reviewed original publicatiens “(minimum 10 publications shall be
referred) - 15 marks

4. Course based task /*Sentiar/ Data collection and.interpretation .15 marks
5. Test paper (1 number) - 10 marks

Test paper shall inClude minimum-80% of the sytfabus.

Course based task/tast-paper questions  shaklg bestiseft! (in the testing of. knowledge, skills,
comprehension, apglication, analysis, synthesis; evaluation and understanding of the students.

End Semester Examination Pattern:

The end semester examination will:be conducted by the-reSpective College.
There will be two parts; Part A and Part B.

Part A will contain 5 numerical/short answer questions with 1 question from each module, having
5 marks for each question. Students shouid answer aii questions. Part B will contain 7 questions
(such questions shall be useful in the testing of overall achievement and maturity of the students
in a course, through long answer questions relating to theoretical/practical knowledge,
derivations, problem solving and quantitative evaluation), with minimum one question from each
module of which student should answer any five. Each question can carry 7 marks

Total duration of the examination will be 150 minutes.

Note: The marks obtained for the ESE for an elective course shall not exceed 20% over the
average ESE mark % for the core courses. ESE marks awarded to a student for each elective
course shall be normalized accordingly.
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For example if the average end semester mark % for a core course is 40, then the maximum
eligible mark % for an elective course is 40+20 = 60 %.

Course Level Assessment Questions

Course Outcome 1 (CO1):

« What are the advantages of an incremental development model over a
waterfall model?
Illustrate how the process differs in agile software development and
traditional software development with a socially relevant case study.
(Assignment question)

Course Outcome 2 (CO2):
3. How to prepare a software_requirement speeificatipn?
4. Differentiate between' Archite€tural design’and €omponant level design.

5. How does agile approacheshelp software devétepers.to tapture and define the
user requirements effectively?
6. What is the releyarce of the SRS spécification in softwaredetelopment?

. Preparg-atise*case diagram for agfbgary. management systen.

Course Outcome.3 (€03):

9. Differentiatespetween the-differentiypesior software testing strategies.

10. Justify theineed for Dev@psTpragtices2

11. Hew.do.design patterns help s@ftwvare-architects commiugicate the
design of a gomplex‘system effectively?

12. What are'the proactive approaches one can'take.io optimise efforts in the
testing phase?

Course Outcome 4 (CO4):

14. lllustrate the activities involved in software project management for a socially
relevant problem?

15. How do SCRUM, Kanban and Lean methodologies help software project
management?

16. Is rolling level planning in software project management beneficial?
Justify your answer.

17.How would you assess the risks in your software development project?
Explain how you can manage identified risks?
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Course Outcome 5 (CO5):
7. Justify the importance of Software Process improvement?

8. Explain the benefits of cloud based software development, containers and
microservices.

9. Give the role of retrospectives in improving the software development process.

10. lllustrate the use of project history data as a prediction tool to plan future
socially relevant projects.

Model Question Paper

PAGES : 4

SECOND SEMESTERM-TECH DEGREE EXAVHNATION, MONTH & YEAR

Course Code: 245J2CS058

CounsgName: SOETWARE BROSECT MANAGEMENT

Max. Marks: 60 Duration: 2.5 Hours

PART A

AnswerAll Questions. Each Question Carrigs 5'Marks

Explain Agile cesemoni€s ahd Agilesmanifesto.

Compare Software Architecture design.andComponeiit level-design

Describe the formal and informal rexiew techniques

Explain plan driven development and project scheduling.

Illustrate SPI process with an example.

Part B
(Answer any five questions. Each question carries 7 marks)

Illustrate software process activities with an example.

What are functional and nonfunctional requirements? Imagine that you are
developing a library management software for your college, list eight
functional requirements and four nonfunctional requirements.
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Explain Continuous Integration, Delivery, and Deployment CI/CD/CD)

What is a critical path and demonstrate its significance in a project schedule
with the help of a sample project schedule.

What is algorithmic cost modeling? What problems does it suffer from when
compared with other approaches to cost estimation?

Explain elements of Software Quality Assurance and SQA Tasks.

Compare CMMI and 1SO 9001:2000.

Syllabus
Module 1 : Introduction to SoftwareEaginegring (7 hours)

Introduction to Software Engineeripg,+Professional software.development,

Software engineering

ethics. Software pracesssmodels - The waterfall model, 1heremental development.
Process activities, - Software specification, Software deSign:tand implementation,
Software validation, Software evolution: Coping.With change - Rrotetyping, Incremental
delivery, Boehm's Spiral Model. Agile software development 5 Agile methods, agile
manifesto - valueg=and principles. Agile @evelopment technigues, “Agile Project
Management. jCase_studies : An igsulin_purmp_control*system. 'Mentcare - a patient
information syStem for mental health.€are.

Module 2 : Requirement’Analysis and-Design (8-hours)

Functional and non-=fugctionat=requirements, Requiremeiits ehgineering processes.
Requirements elicitationj Requirements-validation, Requirements change, Traceability
Matrix. Developing use caseS, Software Requirements Specification Template, Personas,
Scenarios, User stories, Feature-identification, Design™concepts - Design within the
context of software engineering, Design Process, Design concepts, Design Model.
Architectural Design - Software Architecture, Architectural Styles, Architectural
considerations, Architectural Design Component level design

- What is a component?, Designing Class-Based Components, Conducting Component
level design, Component level design for web-apps. Template of a Design Document as
per “IEEE Std 1016-2009 IEEE Standard for Information Technology Systems Design
Software Design Descriptions”. Case study: The Ariane 5 launcher failure.

Module 3 : Implementation and Testing (9 hours)

Object-oriented design using the UML, Design patterns, Implementation issues, Open-
source development - Open-source licensing - GPL, LGPL, BSD. Review Techniques -
Cost impact of Software Defects, Code review and statistical analysis. Informal Review,
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Formal Technical Reviews, Post-mortem evaluations. Software testing strategies - Unit
Testing, Integration Testing, Validation testing, System testing, Debugging, White box
testing, Path testing, Control Structure testing, Black box testing, Testing
Documentation and Help facilities. Test automation, Test-driven development, Security
testing. Overview of DevOps and Code Management - Code management, DevOps
automation, Continuous Integration, Delivery, and Deployment (CI/CD/CD). Software
Evolution - Evolution processes, Software maintenance.

Module 4 : Software Project Management (6 hours)

Software Project Management - Risk management, Managing people, Teamwork.
Project Planning, Software pricing, Plan-driven development, Project scheduling, Agile
planning. Estimation techniques, COCOMO cost modeling. Configuration management,
Version management, System _building,“Change management, Release management,
Agile software management, - SCRUM framewerk, Kanbaa,_methodology and lean
approaches.

Module 5 : Software Quality, Process 'mprovementiand Technology trends (6 hours)

Software Quality;"Seftware Quality Diuemma, Achieving Software Quality Elements of
Software Quality, Assurance, SQA Tasks "Software measurement,and metrics. Software
Process Improvement(SPI1), SP1 Process"CM MIprocess improvement framework, 1SO

9001:2000 far Software. Cloud-based™Software ¥= Virtualisation and containers,
Everything as a serwee(laaS, PaaS),"Software @ssa service. MicraservicessArchitecture -
Microservices, Microservices architectUre, MiEroservice deployment.

Text Books

5. Book 1 - lan Sommerville "Softiare Engineering, Pearson-Education, Tenth edition,

2015.
Book 2 - Roger S. Pressman, Software Ergineering : A practitioner’s approach,
McGraw Hill publication, Eighth edition, 2014
Book 3 - lan Sommerville, Engineering Software Products: An
Introduction to Modern Software Engineering, Pearson Education, First
Edition, 2020.

References

IEEE Std 830-1998 - IEEE Recommended Practice for Software
Requirements Specibcations

IEEE Std 1016-2009 IEEE Standard for Information Technology—Systems
Design— Software Design Descriptions

David J. Anderson, Kanban, Blue Hole Press 2010
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David J. Anderson, Agile Management for Software Engineering, Pearson, 2003
. Walker Royce, Software Project Management : A unified framework, Pearson
Education, 1998
. Steve. Denning, The age of agile, how smart companies are transforming the way
work gets done. New York, Amacom, 2018.
. Satya Nadella, Hit Refresh: The Quest to Rediscover Microsoft’s Soul and
Imagine a Better Future for Everyone, Harper Business, 2017
Henrico Dolfing, Project Failure Case Studies: Lessons learned from other
people’s mistakes, Kindle edition
10. Mary Poppendieck, Implementing Lean Software Development: From Concept
to Cash, Addison-Wesley Signature Series, 2006
11. StarUML documentation - https://docs.staruml.io/
12. OpenProject documentation - https://dogs.openproject.org/
13. BugZilla documentatiQa==https://winw.bugzillaorg/docs/
14. GitHub documentation - https:Hguldes githubcom/
15. Jira documentation -jAttps;/Aww.atlassian.comisottivate/fira

Teaching Plan

No of
No Contents Lecture

Hrs

Module 1 : IntrodugtiomifoSeftware Engineering (7 hpurs)

Introductiento-Software Engineeringi[iBoek 1, Chapterd]

Software process models [Book.1 - Chapter.2]

Process activities [Book'l - Chapterz]

Coping with change [Bogk 1#Ghapter2, BogK 2-s_Ghapter 4]

Case studies : An insulin pump control system. Mentcare - a patient
information system for mental heaith care. [Book 1 - Chapter 1]

Agile software development [Book 1 - Chapter 3]

Agile development techniques, Agile Project Management.[Book 1 - Chapter
3]

Module 2 : Requirement Analysis and Design (8 hours)

Functional and non-functional requirements, Requirements engineering
processes [Book 1 - Chapter 4]
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Requirements elicitation, Requirements validation, Requirements change,
Traceability Matrix [Book 1 - Chapter 4]

Developing use cases, Software Requirements Specification Template [Book
2 - Chapter 8]

Personas, Scenarios, User stories, Feature identification [Book 3 - Chapter 3]

Design concepts [Book 2 - Chapter 12]

Architectural Design [Book 2 - Chapter 13]

Component level design [Books2-= Chaptek, 14]

Design Document Template:"Casejstudy .~khe Ariane 5 launcher failure. [Ref
- 2, Book 2 - Chapte#16]

Mogule3~ hmplementationand Testmg (@.hours)

Obiject-orieated-design using the UML, Design patterns{Baok L - Chapter 7]

Implemeéntation igsues, Open-saufCaideveloprient - Open-Sotirce lieensing -
GPL, LGRL, BSD [Book 1 - @hapter7]

Review Techaiques - Cost impactot.SoftwareDefects, Code reyiewand
statisticat-analysis. [Book 2 -4&hapter 20]

Informal:Review, Formal Technical Reviews, Post-mortem evalgations.
[Book 2 - Chapter,20]

Software testing-strategies.- UnrtTesting, Integration desting, Validation
testing, System testing‘and.Debugging-(bastc concepts.only). [Book 2 -
Chapter 22]

White box testing, Path testing, Control Strugture testing, Black box testing.
Test documentation [Book 2 - Chapter 23]

Test automation, Test-driven development, Security testing. [Book 3 -
Chapter 9]

DevOps and Code Management - Code management, DevOps automation,
CI/CDI/CD. [Book 3 - Chapter 10]

Software Evolution - Evolution processes, Software maintenance. [Book 1 -
Chapter 9]

Module 4 : Software Project Management (6 hours)

Page 320 of 335



Software Project Management - Risk management, Managing people, 1 hour
Teamwork [Book 1 - Chapter 22]

Project Planning - Software pricing, Plan-driven development, Project 1 hour
scheduling, Agile planning [Book 1 - Chapter 23]

Estimation techniques [Book 1 - Chapter 23] 1 hour

Configuration management [Book 1 - Chapter 25] 1 hour

Agile software management - SCRUM framework [Book 2 - Chapter 5] 1 hour

Kanban methodology and lean approaches.[Ref 9 - Chapter 2] 1 hour

Module 5 : Software Quality, Process Improvement and Technology trends (6
hotrs)

Software Quality, Software Quatity-Rilemmta, Achieving Software Quality. |1 hour
[Book 2- Cliapter 19]

-

Elfements:of'Software Quality"Assurance, SQAT dsks %Software 1 hour
measurérdent and metricSe Bogk-3=-Chapter 21]

Software Process Impeovement(SPI)sPI1 Process [BooK.2 - Chapter 37] 1 hour

CMMI process improvement framework, ¥SO 9001:20800 for Software. 1 hour
fBook 2,- Chapter 34

Clout=based Software -Mirtualisation-and containers*l1aaSy Paas, 1 hour
SaaS:[Begk,3 - Chapter 5]

Microservices Axchitecture - Microservices, Microservices architecture, 1 hour
Microseryice deployment.[Book.3-=Chaptdro]
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COURSE
CODE

24SJ2PCS100 MINI PROJECT PROJECT 2

COURSE NAME CATEGORY CREDIT

Mini project can help to strengthen the understanding of student’s fundamentals
through application of theoretical concepts and to boost their skills and widen the
horizon of their thinking. The ultimate aim of an engineering student is to resolve
a problem by applying theoretical knowledge. Doing more projects increases
problem solving skills.

The introduction of mini projects ensures preparedness of students to undertake
dissertation. Students should-identify a=topic ef inteyest in consultation with PG
Programme Coordinator that should leadwto .their dissertation/research project.
Demonstrate the novelty "of fthe ~project through'-thie results and outputs.The
progress of the mini prgjeet is evaluated based oh, thtee™feviews, two interim
reviews and a finalfreview. Afreport is fequired at the end,0fthe semester.

Evaluation Committeé< Programme Cgefdinatos, One Senior Professor and Guide.

Sl. No Type lof evaluations Mark Evaluation criteria
1 Interim evaluation 1 20

2 Interim evajluation 2 20

3 Final evaluation by 35 #|"Will be evaluating the level of
a Comilittec completion [ Jadd
demonstration of functionality/
specifications, clarity  of
preséntatiod, oral
eXaniimation, work knowledge
ald involvement

the.committee will be evaluating
for the technical content,
adequacy of references,
templates followed and permitted
plagiarism level( not more than
25%)

Supervisor/Guide

Total Marks
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CODE COURSE NAME CATEGORY CREDIT

24SJ21.CS100 | COMPUTING LAB 2 LABORATORY 2 1

Preamble: This course provides an in-hand experience related to various database management
systems. Also equips them to design and implement a database application built over the concepts.
This course helps the learners to develop applications that manage data efficiently with the help of
suitable data models and techniques.

Course Outcomes: After the completion of the course the student will be able to

CO# Cotrse Qutcomes

Able to performithe distributed processing 'of farge.data sgts across clusters of
CO1 | computers using simple pregramming models Witfrthgshélp.of:Hadoop. (Cognitive
Knowledget=evelApply)

Perform data semamarization and ad fioc querying usingsHive. {Cognitive
Knowledgeé L-evel: Create)

CO2

Operates=on document dataases_and technigues using DynameDB. (Cognitive

cos Knowledge Level: Apply)

Capable of implementing XML angdaX Mk queries for datanianagement. (Cognitive
Knowledge [£evel: Create)

Apply emegrging.technologies in colemn stare along'with Cassandra. (Cognitive
Knowledge-tevwel=Appiy)

Program Outcomes ( PO)

Outcomes are the attributes that are to be demonstrated by a graduate after completing the course.

POL1: An ability to independently carry out research/investigation and development work in
engineering and allied streams

PO2: An ability to communicate effectively, write and present technical reports on complex
engineering activities by interacting with the engineering fraternity and with society at large.

PO3: An ability to demonstrate a degree of mastery over the area as per the specialization of the
program. The mastery should be at a level higher than the requirements in the appropriate
bachelor program

PO4: An ability to apply stream knowledge to design or develop solutions for real world problems
by following the standards
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PO5: An ability to identify, select and apply appropriate techniques, resources and state-of-the-art
tool to model, analyse and solve practical engineering problems.

POG6: An ability to engage in life-long learning for the design and development related to the
stream related problems taking into consideration sustainability, societal, ethical and
environmental aspects

PO7: An ability to develop cognitive load management skills related to project management and
finance which focus on Entrepreneurship and Industry relevance.

Mapping of course outcomes with program outcomes

PO1 PO2

Continuous Internal Evaluation Pattern:

The laboratory courses will be having only'€ontinuous Tnternal Evalugtion.and carries 100 marks.
Final assessment shatt e dene by two examiners;-ore examiner wilk-be a-senior faculty from the
same department.

Continuous Evaluation: 60 marks

Final internal assessment: 40 marks

Lab Report:

All the students attending the Lab should have a Fair Report. The report should contain
details of experiments such as Objective, Algorithm/Design, Description, Implementation,
Analysis, Results, and Outcome. The report should contain a print out of the respective
code with inputs addressing all the aspects of the algorithm described and corresponding
outputs. All the experiments noted in the fair report should be verified by the faculty
regularly. The fair report, properly certified by the faculty, should be produced during the
time of the final assessment.
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Syllabus

Basic concepts of Big Data, Configuration of Hadoop, Parallel Database, Distributed Database,
Semi-structured Data and XML Databases: XML Data Model — XML Schema- DTD-XSD —
XPath and XQuery, JDOQL (Java Data Object-based Query Language), No SQL Databases: Key
value stores — DynamoDB, Column Based- HBase, Cassandra, Web Page ranking algorithm.

Practice Questions
iv  Study and Configure Hadoop for Big Data.
v Study of NoSQL Databases such as Hive/HBase/Cassandra/DynamoDB.

vi Design Data Model using NoSOL Databases such
Hive/HBase/Cassandra/DypamoDB.

vii Implement any one Partitioningstéehnigue in-Parallel Batabages.
viii Implement Two Phase g¢ommuieprotocalin Distributet: Databases.

ix Design Persistent'Objecis using JDO and iMplement min,*Q-queries on objects using
JDOQL in Object PB'NOSQL DATABASE.

X Create XML, XML schemas, DTDiforanydatabase application and.implement min
10 queries tsing. XQuery FLOWWR: expression ap@hXPath.

xi Design database schemas#and_implement _min_10%queries wsing-+ive/ HBase/
Cassandra'column-pbased databases.

xii Design database.sehemas and implementimind0 gueries using®ynamo DB key-value
based databases,

xiii Implement Web Page ranking algerithm:.

xiv Create a database infrastructure=like GitHub~backend DB, for a project team to
collaborate for coding,~€0ode Teview, code 'cammenting and approval, code rejection
for changes workflow.

Reference Books:
. Tom White, Hadoop: The Definitive Guide, O'Reilly Media 4th Edition, April 2015.
. Joe Fawcett, Danny Ayers, Liam R. E. Quin, Beginning XML, 5/e, John Wiley & Sons,
2012.

. Jeff Carpenter, Eben Hewitt, “Cassandra: The Definitive Guide”, 3/e, O’Reilly, 2020.

. Tanmay Deshpande, “DynamoDB Cookbook”, Packt Publishing, September 2015.
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B

MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE clA | ESE
To be
A* | 24SJ3MCSXXX MOOC completed - - 2
successfully
B |24SJ3AGEXXX AUD_I_T_COIEJ'REE__,-" g0 =60 | 3-00 3 ]
i = = B - -
C |24sJ31CS100 - _INE_ZER@ﬁ-IPHi:_mig‘,; E.D%t_@.r Y - - 3
i e g T 8 T
DISSERTAPION PHASE- | P Ay,
D |24SJ3PCS100 sufs " o ¢ - & 100 | T fR0-0-17 17 11
E.' & = i AL

A* 24SJ3MCS);XX|-IU
-
B 24SJ3AGE!30§3( a4
c |24sJ31CS160
hn
D |24SJ3PCS001 e!;
Total ||

Teaching Assistance: 6 hours._+

i

*MOOC Course to be successfully completed before the commencement of
fourth semester (starting from semester 1).
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AUDIT COURSE
SL | COURSE
SLOT | No CODE COURSE NAME L-T-P | HOURS | CREDIT
1 | 24SJ3AGE100 ACADEMIC WRITING 3-0-0 3
ADVANCED ENGINEERING
2 | 24SJ3AGE001 MATERIALS 3-0-0 3
| J:7L|| ..- y e
3 | 24SJ3AGE002 | ~FQRENSICENGINEERING | 3-0-0 3
‘ i o
o 1iaA'I’A SQIENQEE FORE- 1 )
4 24SJ3AGEU§I)3 3 :I'.. ENGINEERS o .'D'D. oy 3—19:0 3
e j :
5 | 245J34GEQ0%| DESIGN THINKING '3 Q- o. 3
J L | FUNCTIONAE BROGEAMMING | % @& | |
6 24SJ3AGE@05 340%0 3
7 | 24$J3AGROD6 -4 & 3
| g -E- - [
AENT orhug ﬁﬁ fa=|
8 24SJ.3AGEbiO7 g~ 3
F 1 7 fac—
JAPANEESE L GUA’(‘}E P
9 24SJ3AG.E008 q.' e RIEVELR - ..'- 3-0-0 3
B ‘ T — )
10 | 24SJ3AGE009, _PR;M:IPL‘E@-IOF A;JETpMHTION' 3<0-0 3
*REUSE ANP RECYCLE ™=~
11 | 24SJ3AGE010 TECHNOLOGY 3-0-0 3
12 | 24SJ3AGEO11 SYSTEM MODELING 3-0-0 3
13 | 24SJ3AGE012 EXPERT SYSTEMS 3-0-0 3
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CODE COURSE NAME CATEGORY CREDIT
24SJ3PCS100 | DISSERTATION PHASE | Project Work | O 11

COURSE OBJECTIVES:

Dissertation is aimed to bridge the gap between theoretical knowledge and practical
application, fostering a well-rounded skill set that prepares students for success in their future
engineering careers. Engineering projects often simulate real-world engineering scenarios.
This exposure allows students to become familiar with industry practices, standards, and
expectations and preparing them for the challenges they might face in their future careers.
Depending on the nature of the project, students may acquire practical skills related to specific
tools, software, or equipment. This thands-on experience can be highly beneficial when
transitioning to a professional engineering role,

Dissertation Phase | cah help te.identify the probtem. based-on the area of interest through
proper literature surveytand ‘to foster innovation. in design=of preducts, processes or systems
based on the identified problefn. perform feasibility study by craafivé.thinpking and requirement
analysis in finding“viable solutions to engineering-problems

All categories, of students in track 1 are'tgi€arny outithe, dissertation in the Institute they are
studying or in any;CSIR/Industrial/ R&Dperganization/any other reputed, institute which have
facilities for diSsertation work insthe area proposed.

Course Outcomes:

After the completion of‘the course the studentfwill"be-able to

Co 1 Identify and define a*velevantiand sighificantiproblent orschalieage in the relevant
field

CO2 | Formulate research methedolqgies-for-the innawmative and creative solutions

CO 3 Pla_n and execu_te tasks uti_lizing availablesresources within timelines, following
ethical professional and.financial norms

Organize and communicate technieal and*seientific findings effectively in written
reports, oral presentation, and visual aids

CO4

Mapping of course outcomes with program outcomes

\POl PO 2 PO 3 PO 4 PO 5
CO1 3 3 2 2

CO 2 3 3 3 3
CO3 3 2 3
CO4 3 2
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Continuous Internal Assessment (CIA) Total Marks: 100
The evaluation committee comprises Project Coordinator(s)
1- A Senior faculty member
3- Supervisor of the student

Pattern:
Zeroth evaluation by the Evaluation Committee -
Interim evaluation by the Evaluation Committee 20 marks
Final evaluation by the Evaluation Committee 40 marks
Project Phase - | Report (By Evaluation Committee) 20 marks
Project progress evaluation by supervisor 20 marks
The Plagiarism level in the project report shall be less than 25%.
Interim Review
Literature Survey (CO1- 5 marks)
Comprehension and Proptemtdentification (CO2-5 marks)
Obijective ldentification (CO2-5 marks)
Document Preparatiensand®Presentation (€04-5 maarks)
Final Review
Literature Survey (CO1-10 marks)
Project Design (CO2-10'marks)
Execution of tasks by utilizing available reseurceswithin timelines (CO3 - 10-marks)
Presentation and document preparation (CO4-10 'marks)
Evaluation by the-supervisor
The guide/supervisor shall monitor the progressibeing.carried out by the,studept on a regular
basis. In case it is found that progress is tmsatisfaciory-it shall be reperied-to the Department
Evaluation Commitiee for.necessary action.
Student’s Diary/ Log beok: Fhe main.purpose.of writing diary/leg beck:is to cultivate the
habit of documenting and.to*encourage the students to search for details. The activity diary
shall be signed after every week byithe supervisor,

The minimum attendance for compteting the course is 75%. The pass minimum for the course
is 50% for CIA.

SYLLABUS:

DETAILS

Literature study/survey of published literature on the assigned topic
Formulation of objectives

Formulation of hypothesis/ design/ methodology

Formulation of work plan and task allocation.

Design documentation

Preliminary
analysis/Modelling/Simulation/Experiment/Design/Feasibility study
Preparation of Phase 1 report
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Dissertation outside the Institute:

For doing dissertation outside the Institution, the following conditions are to be met:

i. They have completed successfully the course work prescribed in the approved
curriculum up to the second semester.
The student has to get prior approval from the DLAC and CLAC.
Facilities required for doing the dissertation shall be available in the
Organization/Industry (A certificate stating the facilities available in the proposed
organization and the time period for which the facilities shall be made available to the
student, issued by a competent authority from the Organization/Industry shall be
submitted by the student along with.the application).
They should have an external as welt™as an internal supervisor. The internal supervisor
should belong to the parentinstitution an@. theexternal.supervisor should be Scientists
or Engineers from the.Institutioen/Industry/ R&B.orgarization with which the student is
associated for doing the"dissertation. work. The eXiernal stipervisor shall be with a
minimumypost graduate degree-inthe related area.
The studentrhas tosfurnish his /her monthly- progress as well, as attendance report signed
by the ext€rnal supervisor and, submitithe/same,to.the concerned* Internal supervisor.
The external sugervisor is to'bepreferabfpreseat during all the-stages of evaluation of
the dissertation.

Internship leading.to’ DissertationiEhe M. Tech students who afterreompletion of 6 to 8
weeks internship” at, some reputed. organzations are allowed to continue their work as
dissertation for,the thirdsand fourth semestergarter. getting approvalfrom the CLAC. Such
students shall makefa Orief*presentation regarding the work they proposesto carry out before
the DLAC for a detailed scrutiny andto resolve its suitability-for actepting it as an M.Tech
dissertation. These studehts will bé=eontinuing as_regtilar Stutentsiof the Institute in third
semester for carrying out-all academic réguirementsas per the curriedlum/regulation. However,
they will be permitted to complete their,dissertation ip~the Industry/Organization (where they
have successfully completed their internship) during fourth semester. They should have an
external as well as an internal supervisor. The internal supervisor should belong to the parent
institution and the external supervisor should be Scientists or Engineers from the external
organization with which the student is associated for doing the dissertation work. The external
supervisor shall be with a minimum post graduate degree in the related area. The student has
to furnish his /her monthly progress as well as attendance report signed by the external guide
and submit the same to the concerned internal guide. The external guide is to be preferably
present during all the stages of evaluation of the dissertation.

Dissertation as part of Employment: Students may be permitted to discontinue the
programme and take up a job provided they have completed all the courses till second semester
(FE status students are not permitted) prescribed in the approved curriculum. The dissertation
work can be done during a later period either in the organization where they work if it has R&D
facility, or in the Institute. Such students should submit application with details (copy of
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employment offer, plan of completion of their project etc.) to the Dean (PG) through HoD. The
application shall be vetted by CLAC before granting the approval. When the students are
planning to do the dissertation work in the organization with R&D facility where they are
employed, they shall submit a separate application having following details:

i.  Name of R&D Organization/Industry

ii. Name and designation of an external supervisor from the proposed
Organization/Industry (Scientists or Engineers with a minimum post graduate degree
in the related area) and his/her profile with consent

iii.  Name and designation of a faculty member of the Institute as internal supervisor with
his/her consent

iv. Letter from the competent authority from the Organization/Industry granting
permission to do the dissertation

v.  Details of the proposedwoik

vi.  Work plan of completion ofyproject

DLAC will scrutinize the proposal“and forward to. CLAC for.appraovaik-¥When students are doing
dissertation work along-with.the job in the orgafization:(with*R ‘&*D fagcility) where they are
employed, the dissertationwork shall be completed in four semesters normally (two semesters
of dissertation. werk ‘along with the job _mayabe.censidered as equivalent tolone semester of
dissertation work at-the Institute). /Extensions imay ‘be granted based_on, requests from the
student and recommendation of the supervisors such that he/she will .gamplete the M. Tech
programme within-four years fromthe date, of.admission as per thegregulation. Method of

assessment and-grading, of the dissertation will be the:same as in the case of regular students.
The course work-in the 3rd semester forisuch students are-to be compleied as per the curriculum
requirements (i).MOQC:can be completed_as per the-.norms mentigned earlier (ii) Audit course
are to be carried oyt eitlersip their parent Institution or by self-learning.sHowever, for self-
learning students, all assessments. shall*be-carried out in their parentinstitution as in the case
of regular students.
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MARKS
sLor | COURSE COURSE NAME L-T-P | HOURS | CREDIT
CODE CIA | ESE
DISSERTATION PHASE
A | 24SJ4PCS100 I 100 | 100 | 0-0-24 24 16
RESEARCH PROJECT
A 24SJ4PCS001 PHASE II 100 | 100 | 0-0-24 24 16
I %
Total " [Yaget 100 24 16
o d LTy
Teaching Assistancg_:_lS hﬂ}ﬁs EN x>l o™
e T
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CODE COURSE NAME CATEGORY CREDIT
24SJ4PCS100 | DISSERTATION PHASE I Project Work | 0 16

All categories of students in track 1 are to carry out the DISSERTATION PHASE Il in the
institute they are studying or in any Industrial/ R&D organization/any other reputed institute
which have facilities for dissertation work in the area proposed. DISSERTATION PHASE II
shall not compulsorily continuation of DISSERTATION PHASE I. The student has to publish
a research article in a conference or a reputed journal before appearing for the end-semester
examination. The eligibility criteria for registering to the end semester examination are
attendance in the course and no pending“disciplinary action. The minimum attendance for
appearing for the end semester examination-is:76%. Students whao.do not meet these eligibility
criteria are ineligible (identified by FE grade).to appear for the ESE. Students, who have
completed a course but, couldnot.appear for-the end semester examination, shall be awarded
‘AB’ Grade, provided-they=mect other eligibility=criteria’ The"pass'minimum for the course is
45% for ESE and'§0%:for (CIA and ESE) puttogether.
Continuous Internal Assessment (CIA) Total Marks: 100
The evaluation committee comprises

1- Project| Goardinator(s)

2- A senior faculty member

3- Supervisor-ot the student

Pattern (CIA)
Zeroth evaluation by the Evaluation Committee -
Interim evaluation by thé Evaluation €ommittee 30, marks
Final evaluation by the Evalyation"€ommittee 50 marks
Project progress evaluation by.supervisor 20 marks

Evaluation by the supervisor

The guide/supervisor shall monitor the progress being carried out by the student on a regular
basis. In case it is found that progress is unsatisfactory it shall be reported to the Department
Evaluation Committee for necessary action.

Student’s Diary/ Log book: The main purpose of writing diary/log book is to cultivate the
habit of documenting and to encourage the students to search for details. The activity diary
shall be signed after every week by the supervisor.

End Semester Evaluation (ESE) Total Marks: 100

The evaluation committee comprises
1- Project Coordinator(s)
2- An external expert (from Industry or research/academic institute)
3- Supervisor of the student
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Pattern (ESE)
1. Innovation and Originality (10 marks):

Assessment of the unigueness and innovation demonstrated in the project work.
Original contributions, if any, to the field or problem area.
2. Implementation and Execution (20 marks):
Evaluation of the actual implementation or execution of the project, including:
Quality of work done
Demonstrated skills and techniques applied
Adherence to project timelines and milestones
3. Project Documentation (25 marks):
Comprehensive project report evaluation including:
Introduction and problem statement
Literature review
Methodology and-approach
Results and analysis
Conclusion.and‘rec@mppendations
Referenceés and_cifations
Details of thejpublications
Plagiarism certificate
The Plagiarism™evel.in the project report shall be less than 25%.
4. Preseptation and Defence (40" marks):
Oral presentation-of the project to'a panel'of examiners, including:
Clarity and effectiveness of the presentation
Ability*to explain‘the project objeCtivesimethodologies, andfindings
Handling quéstigns ‘and providing satisfagtory answers duping=the defence

5. Publication‘ofthe work.either in‘a conference orinadourfial (5 marks)
SYLLABUS:

DETAILS HOURS

200
Literature study/survey of published literature on the assigned topic
Topic Selection and Proposal

Formulation of objectives

Research and Planning

Formulation of work plan and task allocation.

Execution

Documentation and Reporting

Project Showcase reflecting on the project experience and lessons
learned

© N O~ WwhE
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Dissertation outside the Institute:

For doing dissertation outside the Institution, the following conditions are to be met:

i. They have completed successfully the course work prescribed in the approved
curriculum up to the second semester.
The student has to get prior approval from the DLAC and CLAC.

Facilities required for doing the dissertation shall be available in the
Organization/Industry (A certificate stating the facilities available in the proposed
organization and the time period for which the facilities shall be made available to the
student, issued by a competent authority from the Organization/Industry shall be
submitted by the student along with'the application.

They should have an external as well as an-internal supervisor. The internal supervisor
should belong t0 the parent institution and thesexterpal supervisor should be Scientists
or Engineers_from®ihe Jnstitution/IndustryL.R&D organizatien withiwhich the student is
associated:for =doing the dissertation“work. The external, supervisor shall be with a
minimum-post-graduate degree.in the neldtedsarea.

The student has;to furnish hisgher monty progeess as well a§ atténdance report signed

by the.external supervisor.and'submitthe'same tothe.concerned internal.supervisor.

The external_supervisor is to be-preferably present during all the"stages of evaluation of

the dissertation:
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Department of

Computer Science and
Engineering

Vision —

To evolve as a school of computing with globally reputed centres of
excellence and serve the changing needs of the industry and society.

Mission °
The department is committed in bringing out career-oriented graduates who
are industry ready through innovative practices of teaching and learning
process

To nurture professional approach, leadership qualities and moral values to
the graduates by organizing various programs periodically

To acquire self-sustainability and serve the society through research and

consultancy

Program Specific Outcomes (PSOs)

Conduct research and development in computer science
independently, demonstrating innovative thinking and problem-solving skills.
Develop well-structured technical reports and presentations to
effectively communicate concepts and research findings.

Demonstrate the ability to critically analyze existing research in the field of
computer science, identify gaps, and propose novel solutions, contributing to
the advancement of knowledge.

www.sjcetpalai.ac.in ®


http://www.sjcetpalai.ac.in/

ST.JOSEPH'S

COLLEGE OF ENGINEERING
AND TECHNOLOGY,
-PALAI-

AUTONOMOUS

VISION

Developing into a world class, pace setting institute of Engineering and

Technology with distinct identity and character, meeting the goals and
aspirations of the society.

To maintain a conducive infrastructure and learning environment for

world class education.

To nurture a team of dedicated, competent and research- oriented
faculty.

To develop students with moral and ethical values, for their successful
careers, by offering variety of programs and services.

www.sjcetpalai.ac.in
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